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ABSTRACT

The obJective of NASA Contract NASA 5-9108 with
Airborne Instruments Laboratory, a Division of Cutler-
Hammer, Inc., was to study the feasibility of experiments
using radio sounding techniques for the investigation of the
ionospheric properties of Mars and Venus. The study effort
was divlided into two areas. Constraints were applied in size,
weight, and power consistent with modern spacecraft technology.
The techniques study was concerned with instrumentation sult-
able for sounding a planetary ionosphere from néarby to
100,000 km from the planet in flyby or orbiting spacecraft.
A parametric analysis related power, resolution, frequency,
range, and other parameters of importance. A system analysils
was performed using the methods of modern radar systems and
applying them to ionospheric sounding. The results were
applied to a specific mission, such as a Voyager flight to
Mars, with requirements to sound from distances of 1000 to
40,000 km. A system to accomplish such a mission is described.
The various elements of thils system are within the present
state of the art and the entire system is considered feasible.
Weights, sizes, and powers are given.

The theoretical studies investigated the propaga-
tion properties of an ionosphere in terms of propagation time
delay, doppler shift, polarization, and dispersion. It was
found that the principal method for sounding should be propa-
gatlion time delay and the bulk of the effort was applied to
virtual depth analyses and interpretation. The study was
carried out using magneto-ionic theory, assuming typical
models for the electron density profiles and taking the mag-
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netic field strength and direction as variable parameters.
Useful relationships were found between the incremental
path length increase due to the ionosphere and the scale
height and magnetic field. Interpreted in terms of virtual
height, a data analysis technique was evolved that should
permit a reasonable first approximation to the ionospheric

e

profile and planetary magnetic field. A more refined analy-

sis can be attempted from this approximation using known
techniques. These known techniques require the stipulation
of a magnetic field prior to analysis, which is unknown 1in
the early planetary ventures. Although the results of
Mariner 4 were not known until the end of this program,
these techniques are still of interest for other planets
such as Jupiter. For Mars, which has no magnetic field,
they simplify considerably.

The report recommends continued efforts, Those
technlques that were evolved for long-distance sounding
should be developed further, starting initially from a
breadboard phase. Studles should be continued with respect
to system design and equipment specifications, the further
analysis of propagation aspects, data reduction and inter-
pretation methods, analyses of the significance of measure-

ment and interpretation errors, and the physics of the iono-

spheres of both planets.
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SECTION 1
INTRODUCTION

This final report describes a feasibility study
of experiments using radio sounding techniques for the
investigation of the ionospheric properties of Mars and
Venus. The present contract (NAS 5-9108) was a follow-
up of another contract awarded by NASA to Airborne Instru-
ments Laboratory (AIL) in 1962 (NASW-513) in which plane-
tary sounder techniques were investigated. The obJject of
the present contract was a broader, more comprehensive

investigation than the earlier effort.

The work was dilvided into two coordinated main
tasks--a theoretical investigation of the propagation prop-
erties of an lonospheric medium in terms of those param-
eters that might be instrumented, and studies of instru-
mentation suitable for sounding a planetary ionosphere from
near to far-off distances. Ranges were considered out to
100,000 km and the effort is applicable to both flyby as

well 2s orbiting spacecraft.

Knowledge of the atmospheres of Mars and Venus 1is
extremely limited and is based upon observations from the
Earth and the Mariner 2 and 4 missions. The data is very
sparse in comparison with the Earth, and the electron density,
constituents, and temperature of the planetary lonospheres
are not very well-known. Theoretical models have been derived,

but are too speculative to be relied upon very seriously.

A scientific investigation of a planetary ionosphere
must include measurements of the degree of ilonization, the
source, the neutral and ionized constituents, the upper atmos-
pheric temperature profile of neutral, ionized and electron
particles, and the magnetic field within the ionosphere.



Radio sounding techniques have successfully mea-
sured the electron concentration at a distance, and presum-
ably the total ion concentration. The scale height can be
determined and, assuming thermal equilibrium, temperatures
may be derived if an atmospheric model can be deduced, How-
ever, differences in neutral, icnized, and electron particle
temperature, and neutral particle and specific ion densities
have not been established using such techniques. High-power
scattering can be used to provide some temperature informa-
tion, but there are many practical difficulties in implement-

ing such techniques for space use.

Existing sounding techniques are limlited in range
due to power, weight, and size constraints., Planetary mis-
sions will range from flybys to orbiters, and a sounding
experiment will be required to function to very large dis-
tances, on the order of 40,000 to 100,000 km. Where the
range 1s small, existing techniques can be used, such as that
provided by the Alouette satellite or the Explorer XX, How-
ever, in close approaches, it would be desirable to use more
advanced methods measuring much more data, in particular
those parameters not measurable by existing techniques. For
much longer ranges, on the other hand, it is necessary to use
techniques that will be able to measure, at the very least,
those parameters presently measured at close range. However,
such long-range techniques must meet power, weight, and size

requirements.

During the study various techniques were investi-
gated in terms of their performance with respect to range,
power, welight, size, and complexity. The goal was to be able

to specify those techniques to be used for a specific mission.




The study was at first general, and the results parametric
in nature. Toward the end of the study the results of the

investigation were applied to more specific missions such

v

s the Voyager Mars orbiter. These matters are described

3

ore fully in Section 3.

The intent of the theoretical propagation studles
was to evaluate those ionospheric characteristics that were
measurable from a distance. These characteristics include
rropagation time delay, doppler shift, polarization, and dis-
persion. It was found that doppler shift and polarization
were only useful with a second cooperative station, such as
a receiver or transmitter, placed on the planetary surface,
With respect to dispersion, the necessary precision of wave-
form znalysis and generation precluded a simple system.
Nevertheless, a fuller examination of methods for using the
information contained within waveshapes remains to be accom-

plished and may prove frultful.

The bulk of the theoretical effort was applied to
delay-time analyses and some effort was applied to the inter-
pretation of such measurements. In the general planetary
situation, unlike topside sounding of the Earth's ionosphere,
an initial experiment lacks a suitable model of the planet's
magnetic field which is of utmost importance in the inter-
pretation of data. However, much information can be obtained
from sounding data concerning the magnetic field, and this

from measurements at a distance.

The study was carried out using magneto-ionic theory,
assuming typical models for the electron density profilles and
taking the magnetic field strength and direction as variable
parameters. Scale heights were chosen based upon an isothermal,
constant-g model with the constituents in diffusive equilibrium,.
Although the results appear most useful, they require further



treatment and confirmation for models with dipole fields,
inverse square gravitational forces, and temperature dis-
tributions similar to those found from Earth backscatter
measurements. Fuller details of these studies are described

in Section 4.

Section 2 contains a general summary of the perti-
nent knowledge concerning Mars and Venus and the theoretical
treatments of their upper atmospheres and ionospheres. This
information was applied in establishing suitable models and
requirements for an ionospheric sounder mission. The require-
ments are also fully described as well as the reasoning appro-
priate to their specification. Various present-day sounding
techniques are also briefly reviewed for orientation with

respect to a planetary mission,

Section 5 summarizes the recommendations resulting
from these studies. The report also contains a bibliography and
several appendices in which pertinent mathematical relation-
ships are derived.

Certain terminology is used in this report. Most
of it is that common to the ionospheric propagation and radar
disciplines. Scale height referred to herein is the electron
density scale height, which is usually taken as twice the
neutral scale height., The symbol H used here 1s the electron
density scale height and not the neutral particle scale height.
To distinguish between the propagation modes, the small let-
ters o (ordinary) and x (extraordinary) are used. The use of
small letters also distinguishes the x-mode from the commonly
used plasma frequency parameter X, In addition, the x-mode
is not taken as including the z-mode which may propagate for

Y < 1 if the plasma frequency parameter meets well-known condi-




tions. Finally, propagation in this report is taken as those
paths which are vertical or nearly vertical in the main and
produce reflection by the lonosphere that returns to the space-
craft. As such, oblique propagation paths were not included
nor whistler-type propagation. This was not done to minimize
the possible importance of these paths, but rather because

the scope of the program necessarily limited the efforts.



SECTION 2
GENERAL DISCUSSION

A. THE PLANETS MARS AND VENUS

Basic data on Mars and Venus have been taken from
Rasooll, who has compiled this information from various

sources. The data are shown in Table I.

TABLE I
DATA ON MARS AND VENUS

Mars Venus

Mean distance from sun 1.52 AU 0.72 AU
Mean equatorial diameter 6810 km 12,240 km
Length of day 1.0012 250 Earth

Earth days days*
Length of year 1.8808 0.613

Earth year Earth year
Mass 0.1078 0.81

Earth mass Earth mass
Mean density 4,12 gm/cm3 4.8 gm/cm3

Gravity 377 cm/sece 8u2 cm/sec2
Total integrated albedo 0.26 + 0.02 0.73
Effective blackbody 209°K 235°K

temperature

* Carpenter and Goldsteing.



Certain of the numbers in Table I are not agreed
upon by all authorities. However, there 1s close agreement,
and for the purposes of this report the numbers are suitable.

Carbon dloxlde is the only gas in the atmospheres
firmly detected on both planets.3_l6 Some H,0 has been
detected on Mars.3 The atmosphere of Venus 1s far more
uncertain due to its thick cloud cover, and far less 1s known
about 1t than Mars. There 1s considerable uncertainty about
the surface pressure of Mars, with values of varlous investi-

3-11 Mariner 4

gators ranging from 85 mbars down to 10 mbars.
may have cleared up this uncertainty, and preliminary results
available during the writing of this report indicate a surface

pressure of about 4 to 5 mbars.lY’ 18

Although the atmospheres of Mars and Venus may con-
tain any of a variety of gases in addition to COQ, it is
common practice, because of abundance and extrapolation of
the Earth's atmosphere, to take nitrogen as the major con-

Stituent.B’ 10

In any event, the gases must be of sufficient
mass to have a time of escape greater than the age of the
planet. The exospheric temperature cannot be too high for
the assumed constituents. These considerations lead in turn
to an ionosphere which is due to ionized atomic oxygen that
is supplied by the photodissociation of C02. The exospheric
temperature must then be less than the value which would lead
to an oxygen escape time of about 3 X 109 years. It 1s
expected that the light gases, hydrogen and helium, will have
mainly escaped. However, like the Earth, there may be resid-
ual layers of helium and hydrogen contributed to by outgasing
or solar influx. Argon and neon may also be significant

constituents of the Mars and Venus atmospheres.

For this program, it was assumed that CO2 was the
principle source of ionized constituents. At some altiltude

below the peak electron density, 002 was assumed mostly




dissociated into CO and O. O2 formed by three-body recombi-
ration would be of some importance below the peak lonization
level and, in diffusive equilibrium, the lighter mass of
atomic O would make it the principle constituent absorbing
soiar radiation below 900 A. This reasoning leads to a
ingle-constituent upper ionospheric layer of o7 for both
Mars and Venus. In addition, if hydro%gn and helium exist

tne 1onosphere could be assumed with 0% the principle ion

U}

as upper layers, similar to the Earth, another model of

in the region immediately above the peak density and He+ and
4" the principle ions at much higher levels. Models were
selected as described in Section 4 based on these consider-

ations.

Several theoretical studies have been made of the
atmocsphere and ionosphere of Mars and Venus. The results
of these studles aided in judging sulitable peak levels and
scale helights for the models used during the program. Fig-
ure 1 illustrates the ionospheres derived for Mars by

Danilov,2° Chamberlain,t Yanow, 22 and Norton.>3 Theoreti-

cally derived ionospheres of Venus were derived by Daniloveo
and Norton.23 In all cases, oF is the principal ion above
the peak density consistent with the thinking previously
described.

For Mars, the theoretically derived peak densitiles
and scale heights differ. Yanow proposes a peak of 2 X lO4
el/cc, Danilov 1.5 X 105 el/cc, Chamberlain lO5 el/cc, and
Norton 1.5 X 10° el/cc. The electron density scale helghts
for the same order of authors are roughly 26, 46, 200, and
250 km. Theoretical studies by McElroy and Chamberlain24
have been for exospheric temperatures from about 600 to
1200°%K. .Norton‘s temperatures are higher and the presence
of a magnetic field is very important with respect to escape

time and the exospheric temperature.
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For Venus, Danilov derives a peak lonization of
about 4 X ;05 el/cc with an upper electron scale height of
about 15 km. Norton's peak value varies with sunspot number.
At sunspot minimum, he finds about 106 el/cc and an electron
scale height of about 200 km and at sunspot maximum about
+ X ;06 eiscc with a scale height of about 500 km. Danilov's
excspheric temperature is very low whereas Norton used much

hizher temperatures.

The variation between all of these theoretical
treatments is considerable and, in any event, the results
are highiy speculative. In choosing a profile, the works
of Chamberlain and Norton were considered most significant.
Although the work performed during the program was not criti-
cally dependent on the accuracy of the profile some degree
ol ccnsistency was attempted. Furthermore, it did not matter
whether the selected profile was applicable to Mars or Venus,
since the nature of the results of the present study are
applicavle to either. Furthermore, until such time as a fre-
quency range for sounding must be selected, such differences
are not important. Since the earliest missions availlable for
a sounding experiment were destined for Mars (Voyager 69, 71,
and 73), the profile was selected based on the theoretical
work for Mars. Norton had used too high a total atmospheric

7

density, since his work was based on earlier estimates’ and

the measurements of Kaplan, Munch, and Spinrad3 were not known
by him until the end of his work. Furthermore, Chamberlain's
arguments for lower temperatures were reasonable in terms of
the escape of atomic oxygen. In addition, the peak density

is quite uncertain, since it 1is controlled by the recombination
and diffusion processes in the peak region, which in our pres-
ent state of knowledge are quite uncertain. It was considered
likely that the peak density could range anywhere from lO5 to

106 el/cc at an altitude of 200 to 400 km, the peak only
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affecting the minimum penetration frequency. (The Mariner 4
results were not available till the writing of this report.)
Consequently, a model was used with an O+ scale helight of
120 km. This represents a neutral particle exospheric tem-
perature of about BOOOK. Although this may be too low for
Mars with a magnetic field, 1t was a reasonable cholce for
computational purposes, Nevertheless, results for other
scale helights are readily determinable from the theoretical
results., In the more complex model, including He and H
layers, a mean scale height was chosen based on a mixture of
He and H for the upper region.

At the start of this program, it was bellieved that
Mars had a magnetic field based on the 21.2 cm observations
of Davies and Williams.25 Neither the magnitude of the mag-
netic field nor its orientation were known. Consequently,
it was decided to include the magnetic field as an important
set of parameters, and various values of gyrofrequency and
angular orientation were assumed. The interpretation of data
in terms of the field parameters was considered of much sig-
nificance. For the propagation studiles, it was considered
sufficient to take the magnetic field as constant in magni-
tude and direction at the chosen parametric values. Since
Mariner 4 has recently found no sensible magnetic field near
Mars and Mariner 2 had found the same for Venus, the fileld,
mode splitting, and propagation are of little importance for
Mars or Venus. The results of the study are still applicable,
though simpler, to Mars and Venus. In their more complex
aspects they are stilli applicable to other planets with mag-
netic fields, such as Jupiter and Earth.

B. REQUIREMENTS FOR SOUNDING

Requlrements were considered relative to sounding
distance, precision of virtual depth measurements, reso-

lution, frequency range, weight, size, power and other charac-
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teristics dependent on flight trajectory relative to the
planet. These requirements are considered very tentatlve,
since firmer specifications can only be applied for definite
missicns. Consequently, the following discussion and require-
ments were established primarily as a gulde and for specifying
parameter ranges.

1. SOUNDING DISTANCE

Since planetary missions may range from flybys to
orbiters, and since such complex missions could concelvably
miss their intended trajectories, ranges from as far out as
feasible to near distances are necessary. At extreme ranges,
power is a very significant limitation and resolution and

precision require stable equlpment.

The maximum Mariner dilstance provided for the pre-
vious study (Contract NASW-513) was 40,000 km, and it was
decided to equal or better this distance. Preliminary indi-
cations had shown that a range to 100,000 km could be consid-
ered, and this was chosen as the maximum range for feasi-

bility analysis.

2. PRECISION AND RESOLUTION

Precision refers to the inherent abllity of equilp-
ment to measure the virtual depth of a particular layer.
Resolution involves the ablility to separate two echoes,
Numerical values which should be attached to both require-
ments depend to a certain extent on the scale helght of the
profile. The greater or smaller the scale helght, the larger
or smaller these values may be for the same degree of derived
information. The smaller the precision and resolution, the
greater the precision or stabllity of the required components.

From the standpolnt of present practlice in sounding
from the topside of an ionosphere and because the electron
density scale height may range from 100 km and above, 50 km

13




was set as a target requirement for both precision and reso-
1tutlon. Resolution and precision were used parametrically,
and 1t was realized that it might be necessary to permit less
resolving abllity at very far ranges with practical instru-

mentation.

3. FREQUENCY RANGE

For the expected range of electron densities, a
sounding frequency range from 0.5 to 20 Mc was chosen. It
was recognized that the 0.5-Mc lower limlt requires longer
antennas for efficiency, but this figure represents a reason-
able compromise between power and reflections at as high an
altitude as possible. As advances are made 1n transmitter
design, antennas, and matching networks, this limit could be
extended. The upper 1limit was chosen to provide penetration.
It is concelvable that a higher frequency, such as 50 Mc,
might be desirable to obtain a good surface reflection.

4, WEIGHT, SIZE, AND POWER

Constralints are usually established by the specific
mission. As spacecraft payload capability increases wilth the
introduction of higher propulsive rockets, these constralnts
may ease considerably. For presently conceived missions,
upper limits of 25 pounds in weight, 1 cublc foot in volume,

and 15 watts average power were specified.

5 ORBITAL ASPECTS

Doppler shift and range to the planet are the impor-
tant orbital aspects. The mlissions include flybys as well as
orbiters. Orbiters may be 1n elliptic or circular orbits.

Due to energy limitations, flybys were approximated as para-
bolic orbits about the planets. There would be no doppler
requirement for circular orbits and the largest doppler shift
could occur in a parabolic orbit for a given latus rectum.
Thus, the maximum doppler shift will depend on the nearest

14




approach to the planet. The closer the approach in a para-
bolic orbilt, the larger the doppler shift. For a miss dis-
tance of 1000 km from the surface, the maximum possible
radial velocity, which occurs for the 90 or 270 degree true
ar~cmaly, would be about 2.25 km/sec for Mars, or a doppler
shift of 1% cps at 1 Mec or 150 cps at 10 Mc. For Venus, the
correspoading quantities are 6 km/sec and 40 cps at 1 Mc or
+00 cps at 10 Mc. Since thls 1s an extreme case, the doppler
shilts are expected to be less. Thus, a flyby missing by
~0,000 &m from the surface of Mars would cause doppler shifts
of avout 9 cps at 1 Mc and 90 cps at 10 Mc. An eccentric
crbiter about Mars wlth a periapsis of 1000 km and an apoapsis
¢l -+0,000 xm would result in a doppler shift of 12.5 and

12> cps at 1 and 10 Mc, respectively.

The maximum range affects the extent of the orbital
coverage. 1f the apoapsis of an elliptical orbit is beyond
the maximum range, then sounding will occur from the periapsis
to the maximum equipment range. In a flyby there will be two
points in the orbit beyond which the range exceeds the equip-
ment capabillity. These polints will 1limit the range of sound-
ing or the angular extent of the true anomaly within which

sounding occurs.

Another important parameter 1s time in orbit.
When far out, the angular velocity 1s very small and the time
for sounding 1is increased. This extra time may be of con-
siderable help in providing sufficient integration time.
When close, power is not limited and the faster angular rate
and reduced time per sounding 1s compensated. For the highly
elliptical orbit described, the near angular rate is about
1073 rad/sec and the far rate is about 3.5 X 1072 rad/sec.
This is a ratio of about 30 to 1, indicating that the time
avallable is about 30 times as great for soundlng with the
same horizontal resolution at 40,000 km as at 1000 km.
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Consideration must also be given for planetary rotation during

sounding periods as well, particularly for Mars.

C. REVIEW OF SOUNDING TECHNIQUES

Since the advent of the space era, various tech-
niques have been used to measure the Earth's upper lonosphere.
Prominent among them are the pulse sounding or time delay
measuring technique, the differential doppler shift method,
the polarization change measurement, and the 1lncoherent
scatter radar. These technlques will be discussed relative

tQ planetary sounding.

The various time delay sounding techniques radilate
medium- and high-frequency waves and measure either echo time
delay, phase shift, or frequency shift interpreted in terms
of the electron density profile. The measurement of the time
delay of pulse echoes is a technique that has been used on
board space vehicles. Both the doppler shift and polarization
measurements use a cooperative ground station and a space
vehicle. 1In a vertical trajectory, it provides profile infor-
mation, In a satellite, it provides the path-integrated
electron density. Freqpencies above the ionospheric cutoff
are used since penetration is necessary and the simplifica-
tions at higher fréquencies (100 Me, for example) are required
for easlier interpretation of the data. The polarization
change requires a magnetic field, since the integrand involves
the magnetic field strength as a proportional factor. The
doppler shift method, however, does not depend on a magnetic
field. Incoherent scatter has been used as a ground radar
facility and has not been placed aboard a space vehicle as
yet. It is a more powerful technique in that it can provide

temperature and some constituent data as well.

During the program these techniques were reviewed

for application to the planetary sounder. It was found that
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only the time-delay type of sounder would be sultable for

the period of the presently programmed missions, although it
is conceivable that future developments may yleld other suit-
able methods. As a result, the bulk of the technlques effort
described 1n Section 3 1s devoted to system techniques for
time-delay measurements. The reasoning that leads to this

is described in this section.

1. DOPPLER SHIFT AND POLARIZATION CHANGES

Except for analytical differences resulting from
the inclusion of a magnetic field, both relative doppler
shift and polarization change for higher freguencies depend
on the same path length integral. The doppler technique
does not provide the desired information in the absence of
a cooperative ground station unless it is placed in a
prescribed elliptic orbit and signals are bounced off the
planet. The uncertainties in accomplishing such orbits
dictates against thils method. When space misslons have been
advanced to the point where a suitable receiver or transmitter
can be placed on Mars or Venus, a doppler experiment may be

more desirable,

If a magnetic field is present, however, signals
at high enough frequencies bounced off the planetary surface
will contain polarization information which will result from
two passes through the ionosphere. This type of experiment
would be similar to the moon bounce measurements made from
Earth. It requires an orthogonal set of receiving antennas
with either spacecraft orientation information or an oriented
vehicle. 1If the spacecraft is within a significant part of
the ionosphere, small changes in spacecraft altitude produce
significant changes in polarization, since the two component
waves are traveling at different velocities. If the space-

craft is outside the ionosphere, then changes in altitude

17



are not significant since the component waves are traveling
at the same veloclity in this region. Assuming a known orien-
tation and the presence of a magnetic field, the experiment
is feasible 1f the spacecraft is out of the ionosphere. The
information obtained 1s the integral of the product of the
vertical component of the magnetic field and the electron
density along the vertical propagation path. Unless the
magnetic field 1s known, the electron density cannot be

readily extracted.

The polarization experiment was not considered
further for several reasons. First, it requires a magnetilc
field and knowledge of the magnetic fileld which is difficult
to obtain without the help of an independent experiment.
Second, 1t can be accomplished by modifying a time-delay
type of experiment. A planetary sounder should sense the
planet and locate it relative to the ionosphere. Thus, a
comprehensive sounder will include the radiation of some
pernietrating frequency. Adaptation to polarization measure-
ments requires an extra receliver on an orthogonal antenna.
Third, it provides, at best, integrated electron density,
which would be most useful to have if it were 1n addition
to profile information. Consequently, i1t was consldered a
supplementary experiment, or an experiment to be recommended
in the event there are severe antenna, weight, and power
constraints which would necessitate the sacrifice of a more

elaborate arrangement to measure the vertical profile.

Doppler shift, on the other hand, requlres a path
length that changes with time. Aside from a highly elliptical
orbit, vertically bouncing signals off the planetary surface
will result in very slow changes in path lengths, since the
horizontal gradients generally can be assumed to be small
compared with the vertical gradients. At best then, hori-
zontal gradient information is obtained. Again thils would
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pe a supplementary type of experiment, the prime interest
being the vertical profile which 1s not obtained by doppler
shift even in the integrated form. Time-delay soundings
taken along a trajectory can provide such information as

well as the vertical profile. The same conslderation applies
to doppler measurements at frequencles which reflect from the
lionosphere. In an elliptical orbit, the path length change
is primarily a local ionization measurement, and a suitable
orbit may be difficult to accomplish,

The principle use for doppler shift 1s for measuring
the spacecraft's radial component of velocity. As such it
becomes a subsystem problem that may be important in one or

otner versions of a time-delay sounding system.

2. INCOHERENT SCATTER RADAR

This type of system operates at UHF or VHF. It has
been very successful as a ground experiment. In a spacecraft
there are several difficult problems to encounter. To begin
with 1t requires considerable power, weight, and size. Only
the iargest spacecraft could be consldered capable of carry-
ing it i its present form. The scattered signal is very
smalil. On the ground the ground clutter interferes with the
reception of data from the first 150 to 200 km of the radar.
The ground reflection in a spacecraft would be very strong
compared with the scattered signal. Unless care were taken
to avoid recelver blocking, the small backscattered signal
could be lost. Ground reflectlions could also be picked up
by antenna side lobes. On the ground large antenna struc-
tures are used. At 400 Mc, both 85- and 200-foot antenna
dishes are required. A large antenna structure would be
needed for a spacecraft as well. Considerable time can be
taken to integrate the weak backscattered signal in a ground
installation. The extent of equipment required in a space-

craft may not be feasible, and there may not be sufficient
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time since the spacecraft is not stationary. Extremely low
nolse recelvers also would be requilred in a spacecraft. We
are presently on the forefront of using such equipment in
Earth satellites. To use such equlpment in a planetary mils-
slon 1s premature at present.

Backscatter techniques may eventually be adaptable
to space use., For the present, 1t was consldered well beyond
the state of the art and was not consldered further.
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SECTION 3
SOUNDING TECHNIQUES STUDY

A. INTRODUCTION

The sclentific obJjectives set forth in the previous
sections for a mission to Mars or Venus can be accomplished
using techniques which have proven successful in our observa-
tions of the Earth's ionosphere. Radars operating in the high-
and medium-frequency region have long provided vertical bot-
tomside soundings and, more recently, topside soundings from
satellites to establish electron density profiles. Although
the method is well established, the application to planetary
flights becomes difficult due to limited avallable power, high
cosmic nolse levels, and far greater distance variations over

which the sounding equipment must operate.

The purpose of the techniqgues study was to provide
the parametric relationships and systems approach which may
be used 1n determining the requirements and specification for
a Mars or Venus mission. This parametric study wlll also be
helpful for other planetary milssions.

1. OBJECTIVES

The object of the techniques study is to provide a
useful set of data in parametric form from which a concilse
estimate of all requirements and specifications for a planetary

mission to Mars or Venus might be drawn.

The study includes the relationship of miss distance
or orbital height, power, resolutlon, antenna requirements,
and frequency, and the particular constraints imposed by a
specific mission. The various types of modulation and advan-
tages and disadvantages of each are considered. The appllca-
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tion of the data to assumed specific missions 1is given, as
well as recommendations for a system applicable to the
requirements currently anticipated for an early mission to

Mars.
2. CONDITIONS
The following conditions have been imposed for this
study:

1. Multiple ionospheric echoes are expected
to be observed and must be resolved.

2. The planet's lonosphere has specular
properties and minimal diffusion of return
echoes will occur.

3. The latest and best known values of cosmic
nocise level should be used.

4, The spacecraft orilentation to the planet
will be known, as determined by sultable
sensors.

5. Provisions can be made to equlp the space-
craft with at least one set (or preferably
two sets) of erectable dipole antennas which
will be oriented parallel to the planet's
surface,

3. RANGE OF PARAMETERS

The range of parameters for general use in this
study will attempt to cover the most probable applications
for present or future use., In most cases, the parameter
relationships can be presented in a form that readily per-
mits extrapolation beyond the study limits. Data will be
presented in a form sultable for technigue comparison using
parameter cross-reference where possible. The followilng
parameter limits have been established:

Distance 1000 to 100,000 km
Resolution 1 to 100 km
Frequency range 0.5 to 20 Mc




Primary power 15 watts maximum
Weight 25 pounds maximum
Size 1 cublc foot maximum

4. TYPES OF MODULATION

The methods of modulation considered in this study
can be generalized under three basic types: pulse (amplitude),
phase, or frequency.

All other modulation types can be considered as
special cases of these baslic types. To convey a given amount
of information per period of time from a transmitter to a
receiver uniquely determines the bandwidth requirements inde-
pendent of modulation method. Llkewlse, the energy required
to convey this information is 1ndependent of modulation. The
system complexity can be affected by the choice of modulation
method; however, basic limitatlons normally existing in each
method require tradeoff considerations for each specifilc sys-
tem.

B. GENERAIL PARAMETERS

The techniques study can be divided into general
and specific parameter portions. The general portion will
cover those characteristics which are basic to any system
regardless of type of modulation or signal improvement tech-
niques. The following paragraphs cover the general aspects.

1. RECEIVED POWER

The classical radar equation gilves a received power
PR’ which is inversely proportional to the fourth power of
range R:
G2 AEG

P
S i S (1)

R (411)3 g4
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This 1s applicable when the target area is small and inter-
cepts only a small portion of the radiated energy. This
condition prevails when sounding a planet from large dis-
tances. When the target size becomes large, such as when
sounding a planet from low altitudes, a greater portion of

the radiated power 1s intercepted and reflected. Consequently,
a more inclusilve derivation will be required to cover both
aspects.

a. FLAT-PLANE APPROXTIMATION

It 1s assumed that, below the maximum plasma fre-
quency, the lonosphere would approximate a specular spherical
reflector. At small altitudes in comparison to the radius of
the sphere, a flat-plane approximation (Figure 2A) may be made.
Using Snell's law for reflecting incident rays, the power
density (p) seen by the source is that which would be radiated
by an image source (S’) located at a distance h behind the

plane. For a transmitted power P and antenna gain equal to

T)
unity

Frp

p = — L
4n(2h)2

The effective area of the receiving isotroplic antenna assuming
unity gain is Xg/(4n). There results a received signal power Pp
and a range equation of the form

B G o)
R (4r)2 (2n)2

b. SPECULAR SPHERE

A more exact solution uses the geometry of Filgure 2B.
Because of the curvature of the sphere, reflected rays diverge

considerably more than for the flat-plane approximation. As a

24




/
4
‘l‘ﬁ n : h
y
y
4
| Y
| ;
| ~ -
~
y — -
Y ~ -
S — —>ls’
= / /’
| / -
y —
V _ -
l y—"
y
y
Y
(
|
A. FLAT PLANE APPROXIMATION
je—R_ —
h Q—RI
B. SPHERICAL SURFACE CASE
FIGURE 2. FLAT-PLANE AND SPHERICAL CONFIGURATIONS

25



26

result, the received power density at S 1s reduced from the
flat-plane case. To determine the power density incildent

at S, it may be noted that an apparent focus or image antenna
appears at S’.

Thus, the power density Py incident at the sphere

due to source S 1s

The power density P2 due to an image source S’ (assumed
isotropic) at the surface of the sphere 1is

_ P

p =
2 2
4nR1

Equating this to the above, the equivalent transmitted power
of S’ is found to be




Assuming an isotropic antenna of area AE/(4W), the power

intercepted by a receiver at S due to image source S’ is

2
PT A

2

Ry

P =

B (4m)® nB(n + R))®

To find the apparent focus (Rl), the laws of

geometrical optics may be applied.

tion at a spherical surface 1is:

where

n and n’

s and s’

an arbitrary constant.

or for this case

Hence,

R

For

a

The

relation for refrac-

respective indices of refraction,

respectlive distances to the source
and apparent source,

radius of the sphere.

reflective surface

/
s I

1_1 __z2
s s’ R
1 _1 _ _=z2
h Rl Rm
Rmh
R:
1 Rm + 2h

= .—n’

and n becomes

The relaticnshlp becomes
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Substituting the above into the equation for received power
yilelds

2 >
R - Tek 2 X RRm+ h (&)
(4m)= (2h) m

P

P

It can be seen that the first portion of the equa-
tion is the flat plane approximation. The quantity (R R, + h)2
is the result of the spherical surface and will be referred to
as the defocusing loss. As the distance from the surface
becomes very large, this equation approaches the radar equa-

tion with an inverse fourth power variation with distance.

Figure 3 shows the flat-plane approximation of the
received power versus distance as a function of frequency for
a transmitted power of one watt. This is the path loss inde-
pendent of planet characteristics. Separate curves show the
defocusing loss versus distance for each planet.

2. COSMIC NOISE

The average cosmlc nolse level in the medium- and
high-frequency regions in interplanetary space is still sub-
Ject to extensive measurements by experimenters. Many rocket
experiments have been conducted which provide an indication of
the equivalent brightness factor that may be antlcipated. Fig-
ure 4 shows a range of results above 1 Mc. For this study, the
results of NASA Flight 8.33 will be used since they indicate
the latest and possibly most accurate data thus far obtained.
Also, since the brightness level obtained during this flight
1s higher than the norm in the applicable frequency range, it
willl ultimately provide a slightly more pessimistic indication
of received signal-to-noise ratio (S/N), which is to be pre-
ferred in this type of study.
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Tne brigntness factor (b) 1s expressed as

watts 1 1
2 cps steradlan

m

Equivalent noise power is obtained by multiplying by 4n and
the effective antenna area. The resulting expression is in
watts/cps. An equivalent temperature (T) may be obtained by
equating the above to KTB, where B is the bandwlidth and K 1s
Boltzmann's constant. If an average value of brightness
factor (b) is chosen, and this is assumed to be constant with
frequency, a simplification of the data presentation results.
Figure 5 shows the cosmic noise power (Pcn) versus frequency
for ar assumed constant value of b = 2 x 10720 wm-z(c/s)_l srt
and tne actual brightness factor. For a frequency range of
ic, a maximum error of 1.5 db results. The cosmic
nolise power is related to the brightness factor b by:

2
X 4m X Db (5)

CO|>’
|

cn

Therefore, using the constant value of b allows a reduction
cosmic noise power with increasing frequency of 6 db/octave.
Sirice the path loss rises with increasing frequency at a 6 db/
cctave rate there results an S/N that 1s independent of fre-
quency over a maJjor portion of the frequency range of interest
from 1.5 to 10 Mec.

Figure 6 shows the actual improvement in S/N between
1.0 and 1.8 Mc. With the linear approximation, an analysis
independent of frequency can be made with corrections needed

only at the lower frequencies and highest frequencies.
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3. REQUIRED ENERGY

From the relationship established for the recelved
power from a specular sphere and the cosmic noise power, the

conditions can be obtalned for system operation.

The ratio of received signal power (PR) to noise
power (PN) becomes:
2 2
?Ijﬁ= ng 2 % RRm+h X T8 (6)
N (4m)° (2nh) m
Defining the total transmitted energy as:
P
S A
Er = 3 Pt (7)

and adding fixed losses due to mode splitting and circular
polarization of the return signal, equation 6 becomes:

P \2 R \?°
5 = B 5 X i (8)
N (8mh) R + h

where L 1s the fixed losses. It will be assumed that the
antenna gain 1is unity at this time. Also, the loss due to
antenna matching willl be considered separately for simplifica-

tion, since 1t 1s a functlon of antenna length.

If PR/PN 1s set equal to a required detection
threshold level, the requlred total transmitted energy can be
determined by rearranging terms:
ok,

XL X 35 (9)

m PN

2 (R_+nh
y |Im
R

8oh
X

ET =
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This required total transmitted energy 1s the
average transmitted power times the transmission time (or
the coherent integration time upon reception). The rela-
tionship 1s shown in Figure 7 for a 12.5 db threshold.

4, EFFECT OF RESOLUTION ON BANDWIDTH

The desired resolution determines the required
information bandwidth. The round-trip time for the modula-
tion signal to traverse one resolution element AR is:

_ 20R
= £ (10)
where ¢ 1s the velocity of light. The required information
bandwidth B, which will faithfully reproduce this time func-
tion is:

B> o (11)

As the bandwidth 1s opened to allow greater resolution, more
cosmic nolse enters the receiver causing a degradation of the
received signal information. The relationship of resolution,
bandwidth, and equivalent signal loss relative to a l-cps
bandwidth is shown in Figure 8.

5. ANTENNA MATCHING

It was assumed for this study that dipole antennas
would be used, since they represent the most adaptable, reliable,
and easlly erectable antenna structure presently available.

For the wavelengths of interest, the more optimum antenna poles
are mechanically very long but electrically very short. At the
longer wavelengths, the antenna pole impedance can normally be
represented by a very small radiation resistance in series
with a large capacitive reactance. This combination is shunted
by the pole-base capacitance.
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The transmitter and receiver must be a conjugate
impedance match to the equivalent antenna impedance to min-
imize losses. Since accurate values of thils equivalent
impedance were not available, a computer program was estab-
lished and data obtained of monopole impedance versus fre-
quency for various pole lengths including the effect of the
nominal base capacitance. These data are shown in Figures 9
through 14. Assuming the major matching loss to be the result
of the finite Q of the matching coils, the computer data was
used to determine the antenna matching network loss for coll Q's
of 100 and 200, These losses versus frequency for several mono-

pole lengths are shown in Figures 15 and 16, respectively.

C. TYPES OF MODULATION

Three basic types of modulation have been con-
sidered 1n this study: pulse, phase, and frequency modulation.
Varicus combinations of these basic types can and have been
used in many variled applications to obtain complex modulations.
The specific application normally dictates the requirements

for these complex types.

The obvious need for modulation is to apply infor-
mation to a carrier so as to convey intelligence of some form
between transmitter and receiver. The system bandwidth deter-
mines the rate at which this transfer takes place, and the
energy involved 1n the transfer determines the propagating
distance which may exist between transmitter and receiver.
These principles apply independently of type of modulation.
Usually phase and frequency modulation are applied because
they spread the bandwidth.resulting in S/N improvements over
amplitude modulation. However, good S/N are required before
detection for such improvements. In radar, the transmitted
signal 1s known and optimum approaches are based on filter
designs which are related to this signal. This is different
from communications in which a large number of signals may be
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transmitted, and the receiver has little a priorl information
about the signal. These matters will be described later in
this section.

1. PULSE MODULATION

The sounder transmits a pulse of time duration (r)
equal to the round-trip time required to cover one resolution
element AR:

T = === (12)

where ¢ 1s the velocity of 1light. If a second pulse is not
transmitted until after the return of the first pulse, ambiguity
cannot result and the distance (D) to the ionosphere 1s equal

to the round-trip propagation time T:

2D

If multiple mode echoes are spaced in time by an amount greater
than the pulse width, they can be resolved.

The parametric relationships for pulse modulation
are shown in Figures 17, 18, and 19.

2. PHASE MODULATION

If a phase-modulated signal is transmitted and a
return is obtained after a time T = (2R)/c at the receiver,
the transmitted and received modulation signals may be com-
pared in a phase detector to provide an output proportional
to thelr phase difference

A = 2nfT = hrf

where f 1s the modulating frequency. The range is therefore
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R = ﬁ—ﬁ% (14)

and AF 1s unambiguous only when AF 1s <2m radians. The maximum
uniambiguous range 1s

R = oF (15)

\V

This type of modulation 1s acceptable when only a
single echo 1s involved. It has the disadvantage, when
multiple echoes return, that the second return may have suf-
fered a phase shift at target reflection so that 1t would be
out of phase with the first return. If the strength of the
second return is comparable to the first, almost complete
cancellation of the echo could occur. For this reason, phase
modulation is not recommended when operating against more
than one target and therefore was not consldered further 1n
this study. Nevertheless, a planet without a magnetic field
and with a smooth ionosphere might prove to be a suiltable
application. In a previous contract with NASA, a breadboard
of this type of system was developed.

3. FREQUENCY MODULATION

Frequency modulation using a triangular or sinusoidal
waveform has the disadvantage that 1t can only be reliably
used with separate antennas for transmission and reception with
considerable isolation between the two. If this i1solation does
not exist, the high transmitter power cannot be kept from over-
loading the receiver., If the transmitter 1s turned off during
the reception period, the modulation-type actually reverts to
a complex pulse-modulated waveform. A form of this type of
modulation 1s discussed as a system concept in Section 3-D.
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D. SYSTEM CONSIDERATIONS

Having determined the basic parametric relation-
ships in Section 3-B and reviewed the basic types of modula-
tion in Section 3-C, the system aspects wlll now be considered.
The present state of radar development incorporates several
optimum techniques which have been studied relative to planetary

sounding systems.
1.  OPTIMIZING TECHNIQUES

a. MATCHED FILTER

The radar receilver has been shown to exhibit optimum
performance when it contains a filter network having a trans-
fer function which is the conjugate of the target echo spectrum.
This matched filter forms the cross-correlation between the
received signal corrupted by noise and a replica of the trans-
mitted signal which is designed into the filter's frequency

response function.

The matched filter has the same amplitude spectrum
as the signal, but a negative phase spectrum plus a phase
shift proportional to frequency. Therefore, the output of
the filter 1s not a replica of the input signal and cannot
be used for applications where this requirement exists.
Regardless of the shape of the input signal the maximum ratio
of peak signal power to mean noise power is equal to (EE)/NO
where E is the signal energy and NO 1s the nolse power per
cycle of bandwidth. In practice the effect of doppler shift
becomes a primary consideration.

b. CORREILATION RECEIVER

The cross-correlation receiver gives performance
equivalent to the matched-filter receilver but is implemented
in a different manner. A noise-free replica of the trans-
mitted signal 1s coherently stored or delayed and compared
with the return target echo signal by multiplying the two
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waveforms and averaging the output in a low-pass filter.
The coherently stored or delayed replica must be compared
in time coincidence with the return signal, necessitating
variable storage or delay. Doppler channels must be used
to cover the possible doppler-shifted spectrum.

c. PULSE-COMPRESSION RADAR

Pulse compression is a special form of the matched-
filter radar. Linear pulse compression or chirp resulted
from the need to transmit greater amounts of energy from
peak-power limited transmitters without loss of resolution
capability. It is accomplished by transmitting a constant-
amplitude linear FM signal during a duration 7. This fre-
quency sweep increases from fl to f2. Upon reception, the
FM echo is passed through a pulse-compression filter having

the property that the velocity of propagation through the

filter is a function of frequency. Frequencies fl through f2
are delayed relative to f2 in a proportional manner so that
the original pulse duration T 1s compressed into a shorter
pulse of duration 1/B, where B = f, - f;. Conservation of
energy provides an instantaneous peak power which is B~ times
the original echo power. This 1s called the "compression
ratio." The noise in the receiver 1is random and it does not

exhibif this buildup.

Since the system resolution i1s determined by the
bandwidth B, increased compression ratios can be obtained
without loss of resolution by increasing the transmission
duration T. In practice, a slight loss of resolution does
occur, and the limitations of this system depend upon tihe
ability to realize the required filter characteristics and
the linear sweep. The proper sweep may be realized more
accurately by deriving it from the pulse-compression filter.
directly with an impulse applied to the filter in the reverse
direction.



Linear pulse-compression systems can be readily
designed for good resolution without ambiguity. Since the
frequency components have a linear relationship, frequency
doppler shift of the return echo effects all frequency com-
ponents approximately the same so that a minimum of degrada-

tion and acquisition problems occur.

Filter networks have been made from lumped tapped
delay lines with phase-shifting networks at each tap; from
all-pass band-pass networks; and from acoustical dispersive
delay lines. The state of the art has been determined
primarily by the requirements set forth by conventional
radar. Dispersive delays greater than several milliseconds

become research and development tasks.

Since the spectral envelope of linear pulse com-
pression has a rectangular shape, the corresponding time
function has a (sin x)/x form. Spurious lobes adjacent to
the main lobe can be reduced by "weighting" filters which
attenuate the frequency components at the edges of the
rectangular frequency band. Reduction of the time side’
lobes can be made 20 to 30 db or more below the main lobe
respcnse, with reduction of the S/N by the order of 1 or 2 db.

Pulse compression need not be restricted to linear
FM, If the filter 1is designed to match the transmitted wave-
form, almost any form of frequency or phase modulation may
be used. Phase-coded pulse compression using a transmitted
duraticn 7t divided in Bt intervals each of 1/B duration has
been used. Phase reversals of 180 degrees can be used to

modulate each interval according to a prescribed code.

d. INTEGRATION

When the return signal energy is insufficient for
extraction from the nolise during one modulation cycle, inte-
gration of many echo returns can be used to reach a detection
threshold.



Coherent integration is accomplished by coherently
detecting the recelved signal and preserving its phase infor-
mation. Both sine and cosine functions of the signal are
stored and the addition of successive samples before final
threshold detection allows a direct enhancement of S/N. The
S/N improvement is linear--that is, A(S/N) * n, where n is the
number of samples. This is also referred to as predetection

or cross-correlation detection integration.

Noncoherent integration is accomplished after
envelope detection wherein the phase information is lost.
Successive samples are stored before final threshold detec-
tion similar to coherent detection but is only linear for
S/N greater than several db. When the signal is well below

1/2. This is referred

cne noise, the improvement is A(S/N) = n
to as post-detection or autocorrelation detection integration.
Figure 20 illustrates the above improvements. Figure 21 shows
the numter c¢f noncoherently integrated samples versus coherently
integrated samples which must be added to achieve the same

resulting improvement.

2. RELATION TO PLANETARY SOUNDER

The anticipated sounding distances expected will
require the optimizing of return signal energy relative to
cosmic ncise within the power, weight, and size constraints.
The system bandwidth will be determined by the required resolu-
tion. Wnen sounding from long distances to the planet, the
modulation rate must be kept low to avold range ambiguitles.
The frequency spectrum will contain spectral lines spaced at
the modulation rate. Since this rate is low, the 1lines will
be closely spaced. In a matched fllter design, separation of
lines from the noise requires that extremely accurate fre-
quencies be transmitted and accurate frequency determining
components be used. Means must be used to frequency slew the

local oscillator of the receiver or the transmitter to acquire
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the acppler shifted signal. Assuming very narrow band-pass
f1lters for each spectral line, the slewing rate must be kept
low vecause of the slow response time of the filter and the

possibility of sweeping past the echo signal without acquiring.

This approach does not appear to be readily adapt-
abtle to long-distance planetary sounding.

The necessity of the correlation receiver to main-
tain a faithful replica of the transmitted waveform during
the round-trip propagation time imposes stringent require-
ments upon the delay or storage mechanism. The primary power
limitations and the reliability of the storage and delay tech-
nigues required appear to indicate that this system is presently

unfeasible.

The use of coherent and noncoherent integration
shows considerable promise for long-distance sounding applica-
tions. Although coherent integration requires much greater
complexity, the significant advantage over noncoherency in
extracting signal from noise dictates 1ts choice beyond cer-

tain ranges.

A method of performing coherent integration would
be to consider an unambiguous range divided 1into range ele-
ments. After transmission, each range element is coherently
detected and its amplitude and phase information preserved
in separate sine and cosine channels. FEach channel 1s con-
verted to a digital form and this information is retained in
a nondestructive core storage matrix determined by the number
of range elements per period and the number of periods which
are to be integrated. Once the matrix has been filled, the
readout is performed 1in a serial fashion, in quadrature from
the readin, so that the first range element in each period 1s
sequentially observed. Thils process 1s continued for each
range element. The slne and cosine portion of each range ele-
ment are combined 1n a digital-to-analog processor in the form
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of a balanced modulator and the signal is converted back to
an intermediate frequency. This signal is then mixed with

a fine doppler scan oscillator and compared with a band-pass
detector. For each incremental frequency change of the scan
oscillator, the matrix is read out as described. The scan
oscillator will be stepped through the range of the expected
doppler frequency shift. At some doppler frequency, one of
the range elements will provide a maximum response at the
detector, thereby indicating the range and the doppler shift.

The potential of pulse compression 1s limited by
the present state-of-the-art delay lines which are an out-
growth of the application to conventional Earth-based radar.
An obvious sclution to far greater delays would be to cascade
existing networks with suitable amplification to overcome the
network losses. The limitation of this technique would be
dependent upon (1) the continuity of linear dispersive delay,
(2) the overall degradation of S/N due to network losses until
amplifier noise figure becomes significant, and (3) when the
size and weight of the network becomes excessive. New designs
for this specific application using much of the existing tech-
noclogy might prove more fruitful than the above approach.
Further study of the detailed requirement would be necessary.
Recently, new concepts for delay applications have appeared
which should be studied for future utilization. These involve
experiments with magnetoelastic wave propagation at microwave

frequencies, in very compact structures.

For the narrow bandwidths used in sounding systems,
all-pass band-pass networks appear to be the best method of
obtaining reasonably long dispersive delays with a minimum

size and weight.

E. APPLICATION TO MISSIONS

The formulated data can now be used to determine
the requirements for specific missions. A suggested procedure
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for the use of these graphs is gilven below. However, they
may be applled in any expeditious manner. The applications
cover a wide varilation in distance. If the total distance
is divided into intervals, these intervals can be specified

as operating modes.

1. MODES OF OPERATION

Multiple mode operation for different range inter-
vals lends itself to many possible missions. Each mode which
goes to further ranges adds an additional complexity to bring
up the signal level to the simpler system for the next closer
range. This philosophy avoilds completely different systems
for different ranges or missions and results 1n a simpler,
more reliable, overall approach. In long-distance sounding
systems, an acquislition mode is required due to the low levels
of the reflected signals that result from power limitations.
Four modes of operation are specified in the followlng para-
graphs; one for acquisition and three for fine ranging in
each of three relative range intervals--far, intermediate,
and near. The range intervals are defined relative to the

sounding capability of the system
2. USE OF DATA

The maximum operating distance for each range
interval is a function of the complexity of the system. By
the use of S/N improvement and coherent and/or noncoherent
integration techniques, the greater distances can be covered.
For lesser distances, eilther the complexity or required power
can be reduced.

The avallable average power for transmission will
in most cases be determined by mission constraints. The
assumed total primary power available for the following mis-
sions is 15 watts. For transmission, 5 watts average at

50-percent efficiency will be used, thereby consuming 10 watts
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total. This will leave 5 watts of primary power for the
remainder of the system.

A required resolution of 75 km has been specified
for these applications.

For the use of thils data a modulation period must
be determined. To avoid ambiguity, the modulation period
must be greater than the round-trip propagation time for the
maximum working distance:

By consulting Figure 7, the transmitted energy
required to operate over a given range can be determined.
This is the product of the average power and transmission
time required. If this amount of energy is not available
during one modulation period, then the power must be inte-
grated over more than one modulation period upon reception.
This 1s determined by dividing the data from Figure 7 by the
average transmission power to determine the time. If this
fime 1s greater than one modulation period, it should be
divided by the modulation period to determine the number of
samples which must be integrated coherently. If noncoherent
integration is to be used, Figure 21 will indicate the num-
ber of samples required.

The antenna matching network losses have not

been included in the evaluation of the required energy in
Figure 7 and must now be considered. The choice of antenna
pole length will be determined by mounting and/or weight
considerations, frequency range, and permissible loss which
will still allow a feasible mission. Figures 15 and 16 for
antenna matching losses, and Figure 6 for effective S/N
improvement due to the cosmic noise decrease at low fre-

gquencies, should be used. Any other S/N improvement tech-
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niques should be evaluated and the resultant loss or gain
from the above considerations used to modify the power, or

integration time required.
3. MISSTIONS

The following assumptions will be used for the

missions studied in this section:

1. Since modulation methods do not make sig-
nificant differences in the ability of a
sounder to operate over a given distance,
the pulse sounder, due to its familiarity
and simplicity will be chosen as the basic
system.

2. Antenna poles of 60-foot length (120 feet
tip-to-tip) with a matching network Q = 200
will be used for the lower sounding fre-
guencies.,

3. A primary overall range of 1000 to 40,000 km
will be considered as most likely for mis-
sions, with extension to 100,000 km under
marginal conditions.

4, All missions will be applied to Mars, which
is the worst case. Similar missions to
Venus would be from 1 to 5 db better over
the maximim distance variation covered by
this study.

5. A transmitter with a peak power of 500 watts
and a duty cycle of 0.01 will be assumed.
This transmitter 1s feasible within the
present state of the art of power semicon-
ductors over this frequency range.

a.  MODE OPERATIONS

(1) MODE 1--ACQUISITION

Before presenting mission parameters, the problem
of initial acquisition of the return echo must be considered.
Since integration willl be required at the farther ranges to
extract the signal from the noise, a range gate must be pro-
vided at the time of echo return to allow optimum S/N storage.
Without this provision the receiver would store noilse through-
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out tne mcdulation period and detection would be impossible.
If 75-km resolution were desired at a 40,000-km maximum
rarnge, and since the distance is not known, there would be
a requirement for 40,000/75 = 533 separate range gate chan-
nels.

By providing an acquisition mode for the system
wnich determines the echo range within 1500 km, the number
of channels could be reduced to 27. The system bandwidth
1s alisc reduced so that less noise enters the receiver,
Once the range 1is determined within 1500 km, normal sounding
could use the same storage equipment to determine the range
to 75 «xm. The number of channels required would be 1500/75 =

20 of the 27 available.

For acquisition to 40,000 km, the 500-watt peak
pulse transmitter operating with a 0.01 duty cycle provides
ar. average 5 watts of power. A resolution of 1500 km neces-
sitates (from Figure 8) a 100-cps bandwidth and a 10-msec
pulse width. The modulation period is therefore (10 X 10_3)/

0.01 = 1 second.

From Figure 7, the required energy at 40,000 km
is 100 joules. The required coherent integration time is
100 joules/5 watts = 20 seconds.

Since the modulation period is 1 second, 20 coher-
ently integrated samples are required. The digital storage
matrix described in Section 3-D would require a minimum of
27 range elements (range-gate channels) repeated 20 times
or 540 bits of information storage. If both sine and cosine
channels have the amplitude digitized by 4 bits of informa-
tion, a storage matrix is required of 540 x 2 x 4 = 4320 bits.

After detection with a doppler scan oscillator,
further noncoherent integration can be used to provide an
operating margin. A 10-db margin can be obtained by approxi-
mately 14 repetitions of the above detection cycle.
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(2) MODE 2--FAR RANGE

If the acquisition mode determines that the
ionospheric range 1is between 20,000 and 40,000 km, mode 2
operation commences. The approximate range is now selected
by the acquisition gate and examined 1n greater detall. To
obtain a resolution of 500 usec (75 km), a 2-kc bandwidth is
required which increases the noise entering the receiver or
an effective signal loss of 20 x (13 db).

Pulse compression 1s used to extract the signal
under these conditions. The 1lO-msec transmitter pulse is
linearly chirped over 2 kc. Upon reception, the obscured
signal 1s compressed by an all-pass time-delay network from
the original 1O0-msec duration to a 500-usec duration. This
1s a compression ratio of 20 times or an increase in signal
strength of 13 db. The signal entering the coherent detector
1s now at the same level obtained during acquisition but the
resolution has been improved by a factor of 20 times.

Detection of the doppler-shifted return is accom-
plished in the same manner as during acquisition except now
the target range is known to exist within the acquisition
gate. This gate is 11 msec wide and is divided into twenty-
two 500 psec (75 km) elements and stored for 20 gate periods.
The doppler ambiguity is resolved in the same manner as
during acquisition. The gated information is envelope-
detected and stored in a register matrix. Noncoherent inte-
gration to provide a 10-db margin 1s required at the furthest
range. The 20,000-km minimum range 1n this mode is the
distance at which thils integration is no longer required, as

shown in the mode 3 description below.

(3) MODE 3--INTERMEDIATE RANGE

If the acquilsitlon mode determines that the iono-
spheric range is between 8000 and 20,000 km, mode 3 operation
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commences. Tnis mode is identical with mode 2 operation
except that the noncoherent integration is no longer needed
because of decreased path and defocusing loss.

From Figure 7, the required energy at 40,000 km
was 100 Joules. At 20,000 km, this energy is reduced to
7.25 joules or a change of 100/7.25 = 13.8X or 11.4 db.

The 10-db operating margin provided by the non-
coherent integration is not needed.

The 8000-km minimum range is determined as the
distance below which coherent integration 1s no longer
required. The transition is explained in the mode 4

description.

(4) MODE 4--NEAR RANGE

If the spacecraft is between about 1000 and
£00C km from the ionosphere, the received signal level will
be sufficient for noncoherent integrated pulse detection.
The acguisition mode will indicate a short range and place
the system in this mode. The transmitter will radlate
500-usec pulses. The pulse-compression network and coherent
integration matrix will be bypassed and the incoherent inte-
graticn circuitry will receive the signal directly. The
transfer to this mode can be examined by consulting Figure 7

for the conditions that follow.

The 500-pusec pulses (75-km resolution) occur at a
0.01 duty cycle, so that the modulation period is (500 X 10_6/
0.01 = 50 x 1075 = 50 msec.

The transmitted energy available during this period
is 5 watts x 50 X 10_3 = 0.25 joule. This occurs at 7500 km
for Mars and 9500 km for Venus. A 10-db operating margin can
be obtained by integrating 14 pulses noncoherently. The range
at which the noncoherent integration can be dispensed with can
be determined: (0.25 joule)/10 = 0.025 joule. This occurs at
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3700 km for Mars and 4400 km for Venus. Therefore, a con-
ventional pulse sounder without lntegration can be used
between 1000 km and a nominal 4000 km with more than a
10-db operating margin. The transition at 4000 km can be
considered either as a separate mode or a subsidiary mode
since the integration can Jjust as easily be kept 1in opera-

tion.

(5) EXTENSION TO 100,000 km

For operation tec 100,000 km, a modulatilon period
greater than

5
T = £2 = =2 =~ = 0.667 second

is required. The system described has a perilod of 1 second
during acquisition and at far ranges, satisfying the above
condition. The level of complexlity of the above system

could possibly be maintalned 1f the operating margin 1s

reduced to zero at 100,000 km. The noncoherent integration

of 10 db previously considered would provide 100 Joules x 10 =
1000 Joules and would extend operation to 73,000 km. The
energy required at 100,000 km is 3500 joules. This would

mean coherent integration of 3500 joules/lOO Joules = 35X, or
noncoherent integration (from Figure 17) of 160 pulses. Detec-

tion would occur at (160 X 20)/60 = 54 minute intervals.

Although the time intervals at these great distances
are large, the angular rate of motion relative to the planet
may be slow enough to consider such time intervals. Rota-
tions of the planet i1s significant in these intervals as well
as changes in the sub-spacecraft point in the lonosphere for
sounding over a range of frequencies. Aslide from weight and
power, the ultimate limitation in ranging distance would
appear to be that point at which conditions have changed so

drastically in a measurement time interval that the measured
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guantities are no longer interpretable as useful physical
information. It is believed this point is reached before
limitations due to the stability of elements, such as oscil-

lators.

By the use of noncoherent integration, operation
is possible to 100,000 km provided an additional sliding
range gate is used to view only 40,000-km intervals during
acquisition. This would initially determine the distance
within 40,000 km, after which operation would proceed as
described previously.

b. SOUNDING FREQUENCIES

The sounding frequencies should be derived from a
single crystal oscillator using frequency synthesis tech-
niques. The frequency synthesizer would allow the sounding
frequency to be changed in small or large increments while
still maintaining the accuracy and stability of the crystal.
These devices can be programmed to provide as many, or as few,
different frequencies as may be required by the dictates of

the mission and the operating modes.
c. ANTENNAS

The matching network losses indicated in Fig-
ures 15 and 16 illustrate the rapid degradation that occurs
as the operating frequency is lowered. A linear approxima-
tion was assumed for the cosmic noise power, and this approxi-
mation was used for the required energy data of Figure 7.
The cosmic noise actually decreases below 1.8 Mc. Due to
this decrease, the combined effects of the antenna matching
network loss and actual cosmic nolse makes the signal to noise
ratio the lowest at about 1.5 Mc.

If a given set of operating conditions and antenna
pole length has been established and it is determined that a
shorter pole length must be used, the lowest operating fre-
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quency will be increased by one octave for each halving of
the antenna pole length, all other conditions remaining the
same.

Pole lengths of 60 feet were assumed in the
previous applications. These would be used over a range of
about 0.5 to 4.0 Mc. Above the half wavelength of this
dipole at 4.0 Mc, the antenna pattern would begin to degrade.
For operation to 10 Mc, a 20-foot pole length would maintain
its pattern while at 4.0 Mc the increasing matching losses
would reduce the operating margin by about 5 db.

The matching networks must accommodate the fre-
quency bands with minimum losses. The use of frequency
synthesizers, as compared with swept oscillator, assists in

this regard, since the frequencles may be selected.

d. FOUR-MODE SYSTEM

A block diagram of a system having the performance
characteristics described 1s shown in Figure 22. A brief
description of the system 1s given below for the varilous

modes of operation.

For acquisition (mode 1), the frequency synthesizer
is programmed to a sounding frequency whose carrier 1is pulse
modulated for 10 msec and applied to the power amplifier.
The power amplifier provides a 500-watt peak pulse to the
matching network and antenna. The transmit-receive (T/R)
device prevents damage to the receiver at this time. The
return echo picked up by the antenna passes through the
matching network, T/R device, and 1s amplified by a broad-
band preamplifier. After mixing, the echo 1s further amplil-
fied at the intermediate frequency, passed through a 2-kc
filter, a limiter ( for high level signals), and a 100-cps
band-pass filter.
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The echo signal 1is split at this point to two
product detectors of the coherent detector. A coherent
oscillator feeds one detector directly and the other through
a 90-degree phase shifter. The two detected outputs are the
sine and cosine function of the echo signal. These wave-
forms are each amplitude digitized by 4 bits in an analog-
to-digital converter.

The digital output is stored and processed in the
coherent storage register/balanced modulator circultry as
described in Section 4-D and passed through a 2-kc filter.

If the resultant signal level is sufficient, 1t exceeds the
mode 1 threshold and is detected. If the signal level is
insufficient to allow threshold detection with a single out-
put pulse, a series of these output pulses will be passed
through a second analog-to-digital converter and incoherently
integrated in a second core matrix similar to the coherent

storage register.

When enough pulses have been stored to provide
detection, conversion from digital-to-analog information
occurs and the mode 1 threshold is exceeded. One output of
the mode 1 threshold i1s used by the programmer to start the
next mode of operation and readout triggering. A second
output from the mode 1 threshold 1s used to operate the
11 msec range gate select circuilt which gates the analog-
to-digital converter for the fine range intervals in subse-

quent modes.

If the spacecraft range is suitable for mode 2
operation, the output of the modulator provides an impulse
in the reverse direction to the chirp all-pass network which
stretches and frequency modulates the pulse in a 2-kc band.
This signal 1s applied to the power amplifiler and system
operation 1s identical to mode 1 operation until the output

of the receiver IF amplifier is reached. For all fine range
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resclving modes, the output of the IF amplifier is switched

the signal through a 200-kc filter and a first lim-
iter. This circuitry reduces the required dynamic range of
the second limiter with a minimum of phase distortion. After
rassing through the 2-kc band-pass fllter and second limiter,
the signal is compressed by the chirp all-pass network. The
cutput of this network is switched to the coherent storage
register in all fine ranging modes. The remainder of the
circuitry is identical to mode 1 except that the acquisition
detector is now disabled and the signal is incoherently inte-
zrated and detected in the mode 2 threshold circuilts.

Mode 3 operation 1s identical to mode 2 except
that, for the shorter ranges of this mode, the echo signal
level will be sufficient to allow detection by the mode 3

threshnold circuits without incoherent integration.

When the near range conditions exist for mode 4
operaticn, the echo signal will have sufficient strength for
detecticn by the mode 1 threshold circuits without coherent
integration, and the system will be placed in mode 4 opera-
tion. Tne incoherent integrator circuitry will be switched
to the mede 4 signal path and detection will occur either
directly via the mode 4 threshold detector (if the echo sig-
nal strength is sufficient) or after integration in the

incoherent integrator.

All mode threshold outputs will be sent to the
programmer where this data will be converted to a digltal
form and sent to the spacecraft telemetry system along with
appropriate timing and operational information.

e. ESTIMATED SIZE, WEIGHT, AND POWER

Table II gives a size, weight, and power estimate
for thils system. The antennas are the furled-tape erectable-
type and may be extended early in the misslon. To erect the
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TABLE ITI
SIZE, WEIGHT, AND POWER ESTIMATE

Unit

Coherent Storage Register
Balanced Modulator

Mixer _

Reference Oscillator

Doppler Scan Oscillator
and Scan

2-kc Bandwidth Filter

Analog-to-Digital Con-
verter

Product Detector (2)
Q0-Degree Phase Shifter
Coherent Oscillator
Range Gate Select
Detector-Acquisition
Mode 3 Threshold Detector
Analog-to-Digital Converter
Incoherent Integrator
Mode 4 Threshold
100-cps Filter

Chirp Filter

Limiter (2)

2-kc Filter

200-kec Filter

Receiver
Transmit-Recelve

Mode 2 Threshold

Power Amplifler
Modulator

Frequency Synthesizer
Matching Network
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Average
Volume Weight Power
(cubic inches) (pounds) (watts)
40 0.3 1.0
30 .2 0.2
4 0.1 0.02
16 0.1 0.04
9 0.1 0.0k
12 0.2 -
20 0. 0.4
20 0.4 0.2
6 0.1 0.05
9 0.1 0.05
6 0.1 0.02
4 0.05 0.01
3 0.05 0.01
20 0.1 0.4
10 0. 0.2
3 0.05 0.01
12 0.2 -
96 1.0 -
16 0.2 0.1
12 0.2 -
6 0.1 -
60 0.8 0.25
6 0.1 -
3 0.05 0.01
96 1.3 10.00
32 0.4 0.5
4o 0.5 1.0
108 1.5 -




TABLE II (cont)

Average

Volume Weight Power

Unit (cubic inches) (pounds) (watts)
Programmer 72 0.7 0.5
Switches 3 0.3 0.1
Cabling, Cover, and Mount- 100 0.5 -

ing Space

Total 874 10.30 15.11
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antennas, power is required only once while erecting. Based
on present practice, a 120-foot dipole requires 4 watts of
power for 30 minutes and a 40-foot dipole requires 4 watts

of power for 20 minutes.

Fach nonerected pole takes 72 cublc inches of
volume and is 3 by 4 by 6 inches for all lengths. The
welght of the 120-foot dipole and 40-foot dipole combination

is:

Pounds
Two 60-foot poles 4.5
Two 20-foot poles 2.8

The total weight of the complete instrumentation
with a 60-foot and 20-foot dipole is 15.9 pounds.
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SECTION 4
PROPAGATION STUDIES

Propagation properties in an lonospheric medium
have been investigated in terms of parameters that may be
instrumented by an ionospheric sounding experiment. The
ionospheric electron density, magnetic fleld, constituents,
and temperature of Mars and Venus are not well-known; an
experiment using sounding techniques should be able to pro-
vide information on the electron content and profile of the
upper ionosphere, the magnetic field in the region, the
exospheric temperature, the scale height and the mean ion-
electron temperature, the solar-planetary relationships,
and perhaps, some crude information on upper atmospheric
composition.

With the above physical parameters in mind, upper
ionospheric models have been considered in terms of wave
propagation characteristics., A uniform magnetic field was
assumed in the study since it is assumed that a significant
portion of the delay time occurs in the region of the reflec-
tion point.

At each altitude in the lonosphere, the delay time
depends on the local group refractive index as well as on the
electron density gradient; the group refractive indices are
determined from the Appleton-Hartree relation. Collisions
are considered negligible and will be ignored in all virtual
depth computations. Since the group refractive index is
solely a function of normalized plasma and gyro frequencies,

this parameter was initially examined via computations on
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the IBM 1620 computer. The tabulations and curves thus

obtained are applicable for any ionospheric profile and,
therefore, group refractive index computations are pre-

sented in this section prior to profile descriptions and
virtual depth computations.

Ionospheric electron density profiles for a single
and double layer ionosphere are presented in Section 4-B.
The electron density, density gradient, and magnetic field
are then applied in the virtual depth integral which was

machine computed.

Planetary soundings may be made from great heights.
Since the height of the sounder above the ionosphere on the
planet is uncertain the usual procedure for calculating vir-
tual depth was not followed. Rather, we have defined a dif-
ferential virtual depth which is the incremental delay due
to the medium, and represents the difference between the
actual electron density profile and the virtual profile at
a given sounding frequency. This incremental depth makes
the mathematical approximation that the sounding vehicle 1s
at infinity, although i1t may be at a finite but sufficlently
large altitude. The approximation simplifies the analysis
and can be corrected for finite heights. It is believed that
it is well suited for planetary studies. It also brings out
many interesting propagation properties of the medium of
more general use. Differential virtual depths for both the
ordinary (o) and extraordinary (x) waves in single-and dou-
ble-layer profiles are presented in Section 4-C, which con-
tain analyses and comparisons of integrands, high and low-
frequency asymptotic limits of differential virtual depths,
and modifications of differential virtual depths due to a
finite rather than an infinite vehlicle altitude.

76




The computed differential virtual depths were
applied to the true profile to obtain the total virtual
height relative to an assumed surface in Section 4-D,

A, GROUP REFRACTIVE INDEX

The group refractive index, (u') is defined as
the free-space velocity divided by the group velocity of
the wave. It is related to the phase refractive index (un)

by

R (16)

where f is the wave or soundin% frequency. Neglecting col-
lisions, the refractive index2 is

2=1_x(1-x) (17)

H D

where 1

D=1-X --%YQ sin°e i,E%YA sine + Y2 (1 - x)2 coszejg- (18)

and + signs correspond to ordinary (o) for the upper and
extraordinary (x) waves for the lower signs.

X, Y, and 6 are the usual magneto-ionic quantities:

2
X = 82N - fN
2

- 2.2
La“r €,m f

, normalized plasma frequency parameter, (19)
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eBo f
X = 2rfm £’
normalized gyro-frequency parameter

® = angle between magnetic field and wave normal,

e = electronic charge,

m = electron mass,

€ = permittivity of free space
33 = magnetic field in gauss, and

N = electron density as determined from density profile.

Applying equations 16 and 17, Budden finds the

group refractive index to be

2
r o 2 2
L1 2 5 cose(1-X7)(1-
hto= g 1R A cos”e(1xC (1w ) 1 TP (21)
2
[YECOSQG(l—X)2 +‘Zﬁ sinuel
I

This expression was used to compute pw’in the general case.
For comparison and as a check on the calculations, computa-
tions were also made for the angle 6 = 23° 16' which was

used by Shinn and Whale27.

Reflection of the longitudinal wave, when 6 = 0°

and the plus sign is used, occurs when X = 1 + Y rather
than at X = 1. In thls case, the equation for W’ is greatly

simplified;
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X XY
u,=-X+1+Y(1+2)+(1+Y)’e=oo (22)

£
X 2

(1 + ¥)1 - 55+

At reflection points the refractive index is 1denti-
cally zero and the group refractive index infinite thus caus-
ing significant wave delay in this region., Asymptotic expres-
sions near the turning point are given in Appendix I.

Although W’ assumes an infinite value at the turning point,
the integrand of the virtual depth integral remains finite.

Figures 23 through 31 show the computed results with
the group refractive equation 21 for various parametric
values. The angles considered are 0, 10, 23016’, 45, and
90 degrees for both the o-and x-waves, The curves are plotted
for 1/’ versus X or X/(1 + Y) so that both ordinates and
abscissae take on values between zero and unity.

B. IONOSPHERIC ELECTRON DENSITY PROFILES

Wave delays in a localized region for both compo-
nents are functions of the region's magnetic field, electron
density and electron density gradient. To determine the prop-
agation time delay, 1t is necessary to specify electron den-
sity models to be used for calculating delay times. In the
following section, three ionospheric profiles are described.
For numerical calculation it was necessary to specify scale
heights. The general results nevertheless, are presentable
in terms of a general scale height for a single exponential

profile and interpretable for more complex profiles.

Two basic electron density profiles, single expo-
nential layer and double exXponential layer ionospheres, are
considered in order to compute characteristic virtual depth
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profiles., The single-layer ionosphere, as well as the lower
layer of the double-layer ionosphere, is assumed to be pro-
duced by ionized oxygen with a scale height of 120 km. A
scale height of eight times that of the lower layer has been
chosen for the upper layer of the double profile. This factor
of eight is obtained by considering a 4 to 1 mixture of ion-
i1zed hydrogen and helium, respectively.

We will adopt the following designations; O+ for
the single-layer ionosphere and O+, Hi for the double-layered
profile. HI represents the lonized mixture assumed for the
upper layer.

The O+, Hi ionosphere is considered with and with-
out a region of maximum density, whereas a peak density is
not assigned to the single-layer ot ionosphere. In the vicin-
ity of a peak density, where used, a parabolic variation is
assumed. Figure 32 shows these profiles plotted as plasma
freguency, rather than density, versus altitude. The dashed
line i1s the ® ionosphere and the solid line, the O+, Hi pro-
file with a region of maximum density. In the computations
the peak density of the 0+, Hi profile is initially neglected
and the plasma frequency is extended exponentially.

These three profiles are described by the following
equations for the electron density N as a function of altitude:

¢t profiile

N = 1.22 x 107¢"2/120

o*, HI Prorile

electrons/cc (23)

N =1.18 x 1076_2/120 + 3.54 x 104€-2/96O electrons/cc (24)
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for 23_398 km when the peak density is used or for all z
when the peak i1s not imposed. For z < 398 km the region of
maximum density is represented by

by

2
z - 250
N =6.9 x 10°( 1 - 10 electrons/cc (25)

In the above, z is the altitude in kilometers and 120 and 960
are the electron scale helghts for oxygen and the hydrogen

and helium mixture, respectively.

C. DIFFERENTIAL VIRTUAL DEPTH

1. DEFINITION OF DIFFERENTIAL VIRTUAL DEPTH

Initially the sounding vehicle is taken as infi-
nitely distant from a planetary ionosphere., For this con-
figuration, the virtual depth equation for vertical propaga-
tion is given by

z

t
ni(e) = e, (26)
(-<]
where W’ = group refractive index, z_ = altitude at which

t
wave 1s reflected, z = altitude from planet's surface.

This equation is ambiguious due to the infinite lower limit.
To make the integral tractable, we wish to calculate the
incremental delay due to the ionosphere, which is called the
differential virtual depth. It 1s defined as the virtual
depth less the actual profile depth, that is,

2t

NG ED i/' (b'- 1)dz (27)
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The lower limit presents no difficulty since it corresponds
to free space where the integrand goes to zero. A singular-
ity exists at the upper limit, since it is a turning point,
at which point the integrand is infinite. By a suiltable
transformation of variables, however, the resulting integrand
remains finite throughout the integration interval, including
the end points.

Equation 27 has been computed numerically by an
IBM 1620 computer for both ordinary waves (o-waves) and
extraordinary waves (x-waves ) propagating vertically through
the single- and double-layer lonospheres described in Sec-
tion 4-B. The form of equation 27 is unsuitable for numer-
ical integration and must be cast into a desirable form by
sultable transformations of variables., The transformation
that was used defines a variable g by the relation

sin g = -% (28)

where fr is the reflection frequency at any given altitude
for the particular wave component under consideration, and
f is the sounding frequency. This transformation changes
the lower 1limit to a finite value. The following integrals
result from this transformation:

For the o-wave with 6 # 0] reflecting at X = 1,

sin g E.;ﬁ- (29)

and

m/2

Ah' (f) =/ (u(; - 1)‘1?; f cos @gdg (30)
(e}

g2




For the loangitudinal wave at € = O? reflecting at
X=1+Y,

f
sin g =2, (31)

where fo is given by

1
2
1 2
fo=§[(fH + 4f ) —fH:], (32)
and
"/2 q \[H + uf
Ah’ (f)—/ (b - 1) g7 £ cos gag. (33)
For the x-wave with ¥<1l, reflecting at X =1 - Y,
fx
sinﬁs—f——, (34)
where
1
1 ’2‘
£ =—2-[(f4 + Ufy 2) +fH] ) (35)
and
n/2 iz ng + qug
an(e) =) - 1) g Y-St cos #34.(36)
sin™t £y
f
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For the x-wave with Y > 1, reflecting at X = 1 + Y,
/
- fx
sin ,d = T, (37)
where
1/2
v 1 2 2
£ 5 |(f + 4ry) - Ty | (38)
and

P
sh’(£) =joﬂ/2 (b - 1) %‘E H2fN—N- £ cos g ag.  (39)
The indices of refraction ué and ué, for the o- and
x-waves respectively, are computed from equations 21 and 22.
The derivative dz/df 1s determined by differentiating the
plasma frequency altitude distribution function. For a single
exponential profile, equation 23, wlth an electron scale

height H, the derivatlve 1s

az - . 2H (40)
di fozi
The double-layer expression glves
az —2fp(z) .y
af, = .2 2 (42)
N fl(z) f2(z)
+
Hy iy
where 5 _z/ng
fl(z) 2 31 x 10° ¢ Me, H; =120
-z/2H
£,(z) % 1.69 ¢ 2 M, H, = 960
and
_ 2 2
fp(z) = ] + £3
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In the vicinity of* the peak density at heights above the peak

level
2
dz ) 4H1 fN(z)
di f2 (z -~z )
nm
where
2 _ 2
from = 81Nm (ke)
I B
! Z - Zn 2
= -— i
fy(z) 9L Ny 2 2H, ke (42)
2NO -z
Ny = € Hm - (/B - 1) electrons/cc
B -1 1
N, = 1.2 x 107 electrons/cc
Zy = 250 km
At the lower limits, where @ is either 0 or sin_1
f
H

—5 depending on wave type, the sounder is at infinity and

hence dz/di is infinite. This infinity is removed when the
group refractive index is defined to be unity (L’ = 1) at this
point. Another infinity is introduced at the upper limit ﬁ =
n/2, the turning point, where w’ is infinite for both o- and
X-waves. However, cos ﬁ is zero at the upper l1imit and the

product of p’ cos g remains finite,
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Appendix I shows that W’ cos g is finite at the
reflection point. The expressions also provide checks for
computer programs to perform the integration. The integrands
of equations 30, 31, 36, and 39 are finite within the entire
integration interval and the integrals converge.

Figure 33 shows (u’x - 1) cos g versus g for an
x-wave propagating at angles of 10 and 90 degrees with respect
to the magnetic fleld for Y = 2. Finite end polnts are dis-
played at @ = n/2. The peaking of the 10-degree curve cor-
responds to the peak in p’ shown in Figure 29,

2. INTEGRANDS OF DIFFERENTIAL VIRTUAL DEPTH
INTEGRALS

It 1s instructlive to examine the integrands prior
to performing the integration. Figure 34 shows two inte-
grands for an o-wave in an O+, Hi lonosphere for two differ-
ent soundlng frequencies. Both curves have zero values at
Z = 0 and possess a spike in the vicinity of g = n/2. These
results are typical. The rapid increase in i’ near the turn-
ing point causes a spike at @ = n/2 in all integrands for
0- and x-waves 1n all the lonospheric models. Slnce a wave
wlll spend an appreciable amount of delay time near a turn-
ing point this result is not unexpected.

Figure 35 compares integrands for the single- and
double-layer profiles, Several aspects are interesting.
First, the 07, H
reglon between exponentials. Following this peak the O+,

curve has a peak within the transistion

HI integrand approaches the O+ curve and then finally merges
with it., The intermediate peak in the O+, Hi profile results
from the greater scale height at higher altitudes. For suf-
ficiently high altitudes, the O+, HI profile may be described

by the hydrogen-hellium mixture, which has a derivative dz/df
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eight times greater than the 0' profile at a given altitude.
Furthermore, W’'1s increased due to the greater electron den-
sity of this profile. When the o-wave has descended through
the transition region between both layers, the behavior cor-
responds to that of the O+ ionospheric profile.

Integrands for the x-wave path shown in Figure 36
are quite different from the previous o-wave integrands,
especially for the case where ¥Y>1. This condition creates
a large spike in the integrand at the point X = 1 which coin-
cides with a maximum of w’ (i.e. large delay time). As before,
the differences between the single and double profile may be
accounted for by increases in B’ and profile slope for a given
altitude. The spikes for the case Y = 3.9 are large and have

peak values of about 1000.

The differential virtual depth thus calculated for
the o- and x-waves must be added to the actual electron den-

sity profile in order to obtain the virtual depth profile.

3. DIFFERENTIAL VIRTUAL DEPTHS

Differential virtual depths were computed for var-
ious conditions and the results are presented and discussed
in this section. For the single exponential ionosphere, low-
and high-frequency limits are simply relatable to the scale
height. In a double-layer ionosphere, waves are delayed in
the upper region almost as though that were the only region.
In the lower region they are similarly delayed as by a single
layer. The complete curve lies between the single exponential
curves corresponding to the scale heights of the two regions

(07 ana Hi layers).

Results are first given for infinitely extending
single- and double-layer profiles. These serve as basic
models upon which comparisons may be made. A peak density
region is then added and the results that are obtained are
contrasted with the infinite profiles.
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a. O-WAVE IN SINGLE-LAYER PROFILE (& # 0°)

For a single-layer profile, equation 30 may be
rewritten by substituting equation 40 for the derivative
dz/di

1
ﬁl_é(_i;l= _/o [uo’(X,Y,e) - le (1nx). (43)

43 1s independent of X upon integration and for a

given angle (6) is only a function of Y.

Figure 37 summarizes the results showing éhH(f)

versus Y for four different angles--10, 25, 55, and 90 degrees.
Figures 38 and 39 provide examples of differential virtual
depth versus sounding frequency for the two gyro-frequencies
0.1 Mc and 1.95 Mc for a scale helght of 120 km.

At 6 = 90 degrees, the differential virtual depth
can be shown to have a constant value -2H 1n 2 which in terms
of the virtual depth means that 1t will have exactly the same
shape (same scale height) as the actual electron density pro-
file but displaced by Ah‘ km. This is to be expected since
an o-wave propagating transversly to the magnetic field prop-
agates as 1if in an 1sotropic plasma. The plasma becomes
isotropic also in the high-frequency 1limit (Y = 0). There-
fore, the Ah’/H curves 1n Figure 37 terminate at the trans-
verse value of -2 1ln 2 and in Figures 38 and 39 they are shown

fo approach this value asymptotically.

Figure 40 is a plot of the low-frequency asymptotic
1imit as a function of 8. The results are normalized to the
scale height. The appropriate relationships are derived in
Appendix II. The low-frequency asymptotic limits for all
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angles are also shown in Figure 37. When 8 = O degree, the
longitudinal wave reflection is taken at X =1 + ¥, and a
separate evaluation of the asymptotic limit of Ah’(f) must

be made. The derivation for this angle is presented in Appen-
dix III.

b. X-WAVE IN SINGLE-LAYER PROFILE

The differential virtual depth for an Xx-wave prop-
agating through a single exponential profile is given by

+Y
an (f) { [/ (5,¥,0) - 1 d) (1n X) (4)

where the plus sign in the upper limit is used when Y > 1 and
the minus sign when Y < 1. As in the previous action, the dif-
ferential virtual depth depends only on Y and ©.

Figure 41 shows Ah’/H plotted against Y for various
values of 6. When Y < 1, the variation with 6 is very small
as exhibited by the 0 and 90-degree curves. For Y > 1, the
angular dependence is more pronounced; © = O has been omitted
for Y > 1 because there is no ionospheric reflection of this
wave (1 - Y < 0). When Y = o, Ah’ takes the isotropic value
-2H 1n 2. As the sounding freqguency approaches zero (Y*——+<w)
asymptotic limits are found. The relationships are derived
in Appendix IV and Ah’/H ié plotted versus © in Figure 4o,

Figures 43 and 44 exhibit these results as plots of
Ah’ versus sounding frequency for various values of the gyro-
frequency. Figure 43, which is for Y < 1, is labeled
6 = 0 - 90 degrees, since there is very little variation of
Ah’ with angle in this range. When Y > 1 the angular depend-

ence is significant., Only 6 = 90 degrees 1s shown in Fig-

ure 44,
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c. O-WAVE IN DOUBLE~LAYER PROFILE

Differential virtual depths for the double-layer
profile described in Section 2 have been computed to demon-
strate the manner in which each layer affects wave delay time.
The scale heights considered are 120 and 960 km for the lower
and upper layers, respectively. The double-layer results are
compared with the single-layer behavior of each region using
the results of the previous section.

Figures 45, 46, and 47 display the manner in which
double~-layer differential virtual depths are bounded by the
single-layer results which are shown as dashed lines in the
figures. The transition region between the two single expo-
nential extremes actually corresponds to the transition
region of the true electron density profile.

The differential virtual depth transition region
is greatly accentuated in the case of a longitudinal wave as
shown in Figure 48, Curves for gyro-frequencies of 0.5 and
1.95 Mc are shown. Peak amplitude decreases with increasing
gyro-frequency and no peaking would occur in the limiting
case of an infinite gyro-frequency. The terminating value of
Ah’ at f = 0 corresponds to the infinite Y parameter value
derived in Appendix III.

d. X-WAVE IN DOUBLE-LAYER PROFILE

The differential virtual depths plotted in Fig-
ures 49 through 53 resonate at the various gyro-frequencies
shown in the figure. Values from 0.1 to .95 Mc are consid-
ered for propagation angles of O, 10, 25, 55, and 90 degrees.

» For longitudinal propagation there 1s no reflection
for an x-wave when Y > 1. 1In an actual sounding experiment,
penetration and surface reflectlons from the planet would be
expected. However, planetary surface reflections have not
been considered as part of this propagation study, and,

112




~ON N km

2000

1800

1400
f, = 1.95 Mc

0.1 Mc

1200

1000

800

600

400
\Y

I
"

)
(o]

|

200 e ==
_—qb-—___‘______.

o t 2 3 4 5 6 7 8
FREQUENCY IN Mc .

FIGURE 45. DIFFERENTIAL VIRTUAL DEPTH FOR o-WAVE IN
DOUBLE-LAYER IONOSPHERE (© = 10)

113



—AR IN km

114

1800

/

1600

L f, = 1.95 Mc

/=.I Mc

1400

1200

1000

800

600

400

\KQ

200

(0] | 2 3 4 ] 6 7
FREQUENCY IN Mc

FIGURE 46. DIFFERENTIAL VIRTUAL DEPTH FOR o-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 25)




~AR IN km

1600

1400

1200 ‘\

1000

800

600

400

N

200

H = 120

A i el S e

(o] l 2 3 4 5 6 7
FREQUENCY IN Mc

FIGURE 47. DIFFERENTIAL VIRTUAL DEPTH FOR o-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 90)

115



t000

ool
A
S
/ \
JAN

N
N~

f, = 1.95 Mc

—AR IN km
>

200

0 | 2 3 4 5 6
FREQUENCY IN Mc

FIGURE 48. DIFFERENTIAL VIRTUAL DEPTH FOR LONGITUDINAL
WAVE IN DOUBLE-LAYER TONOSPHERE

116




~OK IN km

2000
\ // f = 1.95 Mc
1800
‘ / = 1.6 Mc
1600 /’/
/ = 1.2 Mc
1400 ////
/ = 0.8 Mc
1200 /
= 0.4 Mc

. Mc

) ’/X[IXV
800
600

\
\ \i\\

\
200 [ ——

o [ 2 3 4 5 6 7 8
FREQUENCY IN Mc

FIGURE 49. DIFFERENTIAL VIRTUAL DEPTH FOR x-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 0)

117



—AR IN km

118

2200

2000

f, = 1.95 Mc
1800 i

[
& I = 1.6 Mc
K‘/7, = 1.2 Mc

T
1T | .// | F .4 Mc

—’___—-—"
T = .1 Mc

1600

= .8 Mc

1400

1200

1000

-

AN

|
AN

P
]
_—

/
|

\\\ \\ \\
AN

400 < \ \-
Ss——

FREQUENCY IN Mc

FIGURE 50. DIFFERENTIAL VIRTUAL DEPTH FOR x-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 10)




~AR IN km

2000

AVAY

= 1.6 Mc

)

1400

1800
=l -
\ s
1600 \ v
|

= 1.95 Mc

3—-—::4—
\
\
\
\

\
\

.
\

R
L/
1A
~——

[o]
)]
(]

4 5 6 7 8
FREQUENCY IN Mc

FIGURE 51. DIFFERENTIAL VIRTUAL DEPTH FOR x-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 25)

119




2200

| T
A

W

jiiiss

|

LA

600 A \\\\\ \:E\

\&\\é\\

NS

FREQUENCY IN Mc

FIGURE 52. DIFFERENTIAL VIRTUAL DEPTH FOR x-WAVE IN
DOUBLE-LAYER IONOSPHERE (6 = 55)

120




~AK IN km

2000

1800 l 1 ___,>f = 195 Mc

|1
=t : 1.6 Mc
|
44— -
L= 1.2 Mc¢
- — .

1600

12
%
!
\

1400

1Y
R A
M
IRSANNWNY
NS

o
N
o
E
o
o
~
- ]

FREQUENCY IN Mc

FIGURE 53. DIFFERENTIAL VIRTUAL DEPTH FOR x-WAVE IN
DOUBLE-LAYER IONOSPHERE (8 = 90)

121



therefore, 6 = 0 degree, Y > 1 is excluded. Propagation
angles of 55 and 90 degrees have minimums between 0.5 and

1.0 Mc created by the transition region between the two
ionospheric layers. Figure 52 for 6 = 55 degrees, shows one
completed curve including the zero frequency limit. The por-
tion of the curve lying between O and 0.2 Mc 1s determined
only by the upper layer (greater scale height ) whereas, for
large frequencies, Ah’ is influenced greatly by the lower
layer. When the gyro-frequency is low enough, the transi-
fion effect 1s seen as an inflection of the Y > 1 portion of

the curve, as shown in Figures 40 through 53.

The influence of the individual layers on the
behavior of Ah'’ is demonstrated by Figure 54, which is an
expanded portion of Figure 52. Curves labeled H1 and H2 are
the differential virtual depths obtained by evaluating Ah’
for scale heights of 120 and 960 respectively. The composite
curve labeled H1 + H2 1s for the double layered ionospheric
model. The latter curve lies between the two former curves.
It merges with H2 at low frequencies and is asymptotic to

Hl at higher frequencies.

e. Ah’ WITH PARABOLIC MAXIMUM DENSITY

The addition of a peak density to the profile intro-
duces an infinity in the differential virtual depths at the
penetration frequency (Figures 55, 56, and 57). In actuality,
reflections above the penetration frequency are to be expected
due to surface returns from the planet. The previous Ah’
values must be modified only in the region in the vicinity of
the peak density. Penetration frequencies are determined from

X = 1 for an o-wave and X = 1 + Y for an x-wave.
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L, CAICULATION OF Ah’ FOR FINITE ALTITUDES

In a sounding from a flyby vehicle or orbiter, Ah’
has a zero value at the local cutoff fregquency, which is
finite and not zero, in contrast to the infinite altitude
case. It 1s appropriate then, at this juncture, to ascer-
tain the applicable frequency range and the error introduced
by using results based on an infinite altitude assumption.

Generically, the differential virtual depth for a
sounding vehicle at a finite altitude is wriltten as

2y
s’ =~/F (L’ - 1) E%i.F (fH, fN)f cos @gag (45)
g

v

Where ﬂv = value of @ at the vehicle, ﬁr = value
at the reflection point, F (fH, fN) = function which makes
the integrand suitable for an o- or x-wave, W’ = correspond-
ing group refractive index. Let us define a correction term
to the infinite altitude differential virtual depth as

gV
’ — ¢ ’ _ ’ dz
A’ = &h' - Ah', —)/; (w' - 1)-ET§-F (£ fN)f cos @gag (46)

@

where @_ 1is the lower limit at z = =. From equation 46,
Ah'v may be determined by subtracting Ah’C from Ah’.

An altitude of 3,840 km (32 times the scale height
of the lower layer) is chosen to demonstrate the correction to
Ah’ necessary for a finite sounding altitude. Figures 58 and
59 summarize some results obtained from equation 46. At the
cutoff frequency corresponding to this altitude, Ah’c is equal
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to Ah’ and Ah'v is identically zero. From these curves we
can determine the frequency range over which the infinite
altitude calculations are valid approximations to solutions
for a finite altitude. It can be seen from Figures 58 and 59
that the correction is negliglble over most of the sounding

frequency range.

D. VIRTUAL HEIGHT PROFILES FOR INFINITE SOUNDER ALTITUDE

A sample of some of the resulting virtual height
profiles obtainable from the differential depths of Sec-
tion 4-C are given in Figures 60 through 66. The manner in
which Ah’ 1s added to the actual electron density profile to
obtain the virtual height profile 1s shown in the first fig-
ure. Figures 60 and 61 show the dependence upon gyro-fre-
quency and propagation angle for a simple single layer iono-
sphere. At high frequencdies, all virtual profiles are asymp-
totlc to 6 = 90 degrees which 1s displaced at all frequenciles
by a constant value proportional to the scale height. 1In the
case of an o-wave, the frequency scale represents both the
plasma and sounding frequencies.

Figure 62 has results for a double-layer ionosphere
possessing a peak density. These virtual heights show dips
that are typical of much data observed by the Alouette sat-
ellite. The dip occurs mainly from the change in the scale
helght in the transition region between the layers. The
extent of the dips of these virtual height curves are related,
in a complicated fashion, to the magnetic field strength. For
the example shown, the 1.95-Mc gyro-frequency curve is 250 km
deeper than the 0,1-Mc curve.

The x-wave virtual profile is obtained from the elec-
tron density true height curve and Ah’ in a more complex fashion
than the o-wave. A so-called reflection profile is required.
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This profile is constructed by plotting the x-mode reflection
frequency corresponding to the plasma frequency and gyro-
frequency at each altitude. Reflection and true height pro-
files are shown 1n Figures 63 and 64 along with x-wave virtual
height curves. Abscissa, representing frequency in these fig-
ures, are interpreted as elther plasma frequency for the true
electron density profile, or as sounding frequency for the
reflection profile. Figure 63 is an example of results
obtained for a single layer. The gyro-resonance at ¥ = 1 1is
relatively narrow compared to the resonance for the double
layer of Figure 64. Gyro-resonance broadening for the double
layer occurs as a result of increased delay time which 1s due
to the larger electron densitles and denslty gradients.

If the gyro-frequency were sufficiently lower than
the sounding frequencies for the transition region, then the
x-wave virtual height dip will occur as for the o-wave (Fig-
ure 65, f
vicinity of the transition region, the resonance predominates

g = 0.1 Mc). When the gyro-resonance occurs in the

and the dip is reduced. It is also possible to have an
inflection as shown in Figure 65 for fy = 0.4 Mc.

Figure 66 compares virtual helghts for both an
o-wave and a x-wave in a double-layer profile with a peak
density region for fH = 1.95 Mc. One important feature in
this comparison is, of course, the difference between the
respective penetration frequencles of the waves 28. Note also
the dip in the o-wave and the resonance of the x-wave.

For finite sounding heights, virtual depth profiles
will start at zero depth for the local sounding frequencles
and then rapidly increase demonstrating many of the features

138




of the curves referred to in this section. Dips are char-
acteristic of transition regions between layers. Straight
slope sections are characteristic of constant scale height
regions when the slope on a semi-log plot is relatable to the
scale height of the true electron density profile., Many of
these features are well exampled by data from the Alouette
satellite.

E. INTERPRETATION OF DATA

The measurement of the lonosphere of a planet other
than Earth 1s somewhat different from topside sounding the
Earth's lonosphere. In the latter case, prior to the first
topside sounding, there was a considerable amount of informa-
tion which greatly simplified the problem of reducing data,
The magnetic field was known, the lower part of the lonosphere
and atmosphere below the peak density was known, and some
information for the reglion above the peak was avallable from
rocket flights. Furthermore, a satellite could be placed in
an orbit which could be precisely known with respect to the
Earth, and all measurements made with respect to the satellite
could be readily interpreted relative to the Earth.

On the other hand, little is known about other plan-
ets. In general, the magnetic field is not known, there is
little information about the atmosphere, and there certainly
is no bottomside data. The orbit relative to the planet is
uncertain and depends on the mission, and even in this case
there i1s always the possibility of large errors considering
the difficulties in guiding a spacecraft to a planet. These
differences, as well as others of a purely engineering nature
(such as data transmission rates and storage), result in some-
what modified considerations relative to data interpretation

and reduction.
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The purpose of this section is to outline and dis-
cuss some of these aspects and their relationship to the theo-
retical studies previously described.

1. DETERMINATION OF ELECTRON DENSITY AND MAGNETIC
FIELD PROFILES

Transmission time delay measurements result in data
consisting of virtual depth versus frequency. If the magnetic
field is known at each point along the propagation path and if
the sounder position relative to the planet is known, then the
true height of the electron density profile can be derived
from these measurements. The profile is unambiguous provided
that the electron density varies monotonically, as is expected
above the maximum density level.

For a planetary sounder then, either independent
measurements must be made of the magnetic field and height of
the spacecraft above the planetary surface, or the sounding
experiment must be fully comprehensive and permit the evalua-
tion of these important data. Some information may be gained
from other sources, since it is highly likely that magnetom-
eters will be on board providing local magnetic fleld measure-
ments, and since Earth-based radio measurements will provide
orbit data. The local magnetic field measurements would
requlre extrapolation by assuming a model, such as a dipole
field, to obtain the field along the propagation path. How-
ever, if the spacecraft were far enough from the planet to be
either outside a magnetcsphere or just inside, there may be
considerable difficulty in extrapolating to the much lower
altitudes where ionization is significant. Also the orbital
information may not be sufficiently accurate with respect to
the planet's surface.

In any event, the best experiment would be one which
was completely self-contained, and other independent sources
of information could supplement the experiment. Then, in the
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event of the faillure of these outside sources, or for such
other difficulty as could arise, the self-contained, com-
prehensive sounder experiment would still provide data to
determine the true height profile,.

As previously noted, the experiment could detect
the surface by sounding at a high enough frequency to pene-
trate the ionosphere. This measurement, in conjunction with
the virtual depth data, could provide the location of the
ionosphere with respect to the planet. The measurement of
virtual depth to and beyond penetration could also provide
magnetic field information at the level of the peak density,
since the difference in penetration frequencies of the o- and
x-modes 1s related to the gyro-frequency . This informa-
tlon together with magnetometer measurements of the local
fileld, or gyro-frequency resonances in the sounder data,
could be used with a dipole field model to provide the field
along the propagation path.

It should be noted that specification of the mag-
netic field strengths from the measurements 1s not sufficient
to establish the field model. The dip angle must be known
as well., DMagnetometer measurements may provide the local dip
angle. If this 1s not complicated by a magneto-pause, the
effective dipole orientation can then be found. The penetra-
tion frequencies do not provide this data and local gyro reso-
nances probably cannot be used with any reasonable accuracy
to provide this angular data. The presence of z-mode type
propagation also can yield bounds on the dip angle, partic-
if the z-mode frequency for the peak level can be identified
as well as 1n the o- and x-modes. Nevertheless, without such
dip angle sources, the desired data is contained within the
virtual depth measurements, but must be extracted by methods
that have not been necessary to apply to Earth sounding data.
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Fortunately, the dip angle 1s not necessary to pro-
vide electron density information when Y < 1, since the
x-mode virtual depth information is not very sensitlve to
this angle, as shown by Figure 41. Given the magnitude of
the field strength, standard procedures can be used to reduce
data.

Some sense of the magnetic field strength may also
be drived from the extent of the dip of the virtual depth in
a multilayer ionosphere (as shown in Figures 62 and 65). How-
ever, the relationships are complex and involve several var-
iables, in particular, transition gradients. They have not
been fully treated as yet and further study is required. The
gyro frequency infinities shown in Figures 63, 64, and 65 are
typical of a constant fleld independent of altitude. For a
field that varies with altitude, the virtual height has an
infinity at the gyro-frequency but varies in a somewaht dif-
ferent manner, as discussed further in Section U4-E.

Using a dipole field mode, the ele%tron density pro-

data is usually more complete than o-trace data, the electron

file may be obtained by a lamination method2 Since x-trace
density profile may be found from x-wave reflections. When

Y < 1, dip angle errors do not significantly effect profiles
derivable from the x-trace data. If limlted, on-board mag-
netometer measurements do not yield dip angle then the
X-trace data reduction is that much more desirable.

Magnetic field profile corrections may be made by
computing the o-wave virtual profile from the postulated mag-
netic field and x-wave derived electron density profile. Com-
parison of the measured and computed o-wave virtual profiles
glves then a notion of profile accuracy.
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When agreement is not within experimental errors,
alterations of the magnetic field model may be made, new
electron densities obtained, and hence a new computed o-wave
virtual depth profile found. This cycle is repeated until
sufficient self-consistency 1s achieved between profiles and
data.

If insufficient data, either from magnetometer or
penetration measurements, are available to establish an ini-
tial magnetic field model, the electron density and magnetic
field may be roughly determined using the differential vir-
tual depth single-layer characteristics as shown in Figures 37
and 41. The magnetic field may then be used in a lamination
analysis for further refinement as previously described.
Assuming an exponential electron density profile and that
time delay occurs mainly in the vicinity of a reflection point,
the virtual depth may be written as

h'(f) =24 - 2, + Hg (¥, ©) (47)

where ZS = gpacecraft altitude, Zr = reflection altitude,

g (Y, 6) = functional relationship between magnetic field
parameters Y, © and the ratio of the differential virtual
depth Ah’ and the electron scale height H (such as Fig-

ures 37 and 41). The value of Y is a mean value weighted
according to time delay, and if significant time delay occurs
near the reflection point the value of Y is close to that of
the reflection point. Using the sounder altitude as the
reference point, it 1s easily seen that

_ S S
X = e - 0 o (48)
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where NS is the local electron density and b is the constant
62/(eom). The x-wave reflects at X = 1 - ¥, Therefore,

2

— W
Z,=-2,=-H1ln B (1 - Y). (49)

Substituting equation 49 into 47, replacing Y by its defini-
tion, we obtain

2

h' (0) = H{g(wH, @ &) F Iny (1 - “_;H)] . (50)
which 1s the x-mode virtual depth, and contains H, Wy and
N, as unknowns. When ¥ < 1, 2(Y, ©) is nearly independent of
dip angle 8 and is a function which analytically approximates
Figure 21. Choosing three frequencies close together at which
vertical depth data have been obtained, we may solve for a
scale height, gyro-frequency, and the electron density at the
sounder., If the local density is estimated or measured, only
two frequencies are required. An approximation, therefore,
of the scale height and magnetic field of a particular region
is obtained, the region corresponding to the reflection level
of the three frequencies. Applying the above analysis to a
number of frequencies gives a rough approximation to the elec-
tran density and magnetic field profiles with an accuracy that
is probably reasonable as a first cut at a planetary ionosphere.
Furthermore, the magnetic field may then be used for a finer
treatment in a lamination analysis as described. In particular,
the procedure would be to apply equation 50 to the lowest set
of frequencies which define a first layer nearest the sounder,
and, then, to subsequent layers for higher groups of frequen-
cles, In carrying this procedure to lower level layers the
delay contributed by the higher levels may be accounted for 1in
equation 50 to provide a more refined model.
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Having obtained scale height, magnetic field strength,
and local density in this fashion for x-wave virtual depths
when Y < 1, we can apply equation 50 to o-wave data and esti-
mate the dip angle which should be constant for a dipole model.
The appropriate function g(Y, ) must be used for the o-mode.

For a planet with a large field, such as Jupiter, the
assumption Y < 1 may not be valid. In this case g(Y, ) varies
considerably with @ even for the x-mode, as shown in Figure 41,
and a fourth frequency may have to be used to find 6. The
check on the 6 value is its consistency for a vertical path
in a dipole field. Complications such as propagation along the
field lines may be apparent in attempting this type of analysis.
Therefore, 1t should be noted that ducting and scattering can-
not be treated this way. However, the experlence with
Explorer XX and Alouette ionograms may aid in the interpreta-
tion of such complications.

There are other applications of the results of the
differential virtual depth analysis that may be applied, such
as the high- and low-frequency asymptotic limits and their
relationships to scale height. The possibility of their appli-
cation depends on the frequency range and the nature of the
ionograms, All of these aspects, including the above method
of reduction, require further study and elaboration. In par-
ticular, the application to Alouette data would be most fruit-
ful, as well as an extension of the analysis to a dipole fileld.

For a planet with no significant magnetic field, the
analysis is greatly simplified. The relationships between the
true and virtual height profiles may be treated directly with-
out the complications described. Furthermore, approximations
by exponential sections relate scale heights directly with the
results, as may be seen from Figures 47 and 41 for Y = o,
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2. PROPAGATION CHARACTERISTICS OF THE x-WAVE

The x-wave traces which appear in Figures 63, 6.4,
65, (fH = 0.4 Mc), and 66 are not entirely observable since
the magnetic field strength i1s variable and not a constant
value as was assumed in the computation. This section dis-
cusses the effects of a magnetic field and electron density,
which varies with height in a qualitative rfashion. It is
shown that only half of the gyro-resonance effect of Fig-
ures 63 through 66 occur. Also, that stop or forbidden fre-
quency bands exist., The analysis 1s restricted to x-wave
propagation characteristics, but a corresponding discussion
may be developed for z-mode propagation as well. The high-
frequency limit of the z-mode propagation band involves the
dip angle, and the procedure described would be modified by
inclusion of this additional variable.

Consider the three possible density and magnetic
field configurations in Figure 67 which present plasma or
gyro-frequency versus depth. The zerc point corresponds to
the spacecraft. In each configuration, the electron density
1s taken as exponential and the magnetic fileld is assumed
linear. These configurations do not cover all possibilities
but they do illustrate basic features which are independent
of profile details. The three cases shown in Figure 67 are:

Case 1--The local plasma frequency at the sounder
is less than the local gyro-frequency.
The plasma frequency increases with depth
from the sounder until it equals the
gyro-frequency, beyond which it is the
higher of the two,.
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Case 2--Local plasma frequency 1s higher than
the local gyro-frequency. Plasma fre-
guency decreases below the gyro~fre-
guency with depth, but decreasing less
rapidly than the gyro-frequency once
agaln becomes the greater of the two,

Case 3--Gyro-frequency is everywhere lower than
the plasma frequency.

Frequency fHO and fNO are the local gyro and plasma
frequencles at the vehicle; DO is an arbitrary normalization

number for the depth.

Figures 68, 69, and 70 are generated by normalizing
all frequencies to the plasma frequency at each altitude.

Pl o= ff/fN and F = f_/fN are normalized x-wave reflection
frequencies £ and f , corresponding to Y < 1 and Y > 1,
respectively. FH = fH/fN is the normalized gyro-frequency

and Fl’ Fg, and F3 are selected normalized sounding frequencies,
In the dlscussion, F 1s any normalized frequency.

The three cases behave similarly for frequencles so
that F(0O) > P (0) at the vehicle (Fl is a frequency which
satisfies these criterion). Under the circumstances, down-
ward vertical propagation of the x-wave in a Y < 1 domain 1is
pcssible, for all cases, down to a depth defined by F = F+.
At this level, X = 1 - Y and reflection occurs. In our exam-
ple, Fl = F+ at the reflection level, Local gyro resonance
is also possible in all cases.

Starting at zero frequency and - -increasing the fre-
quency up to F+(O), the following x-wave propagation char-

acteristics are obtalned:

Case l--Propagation at normalized frequencies
below F (0) is not possible since X > 1 + Y.

Frequencies (F3 in Figure 68) for which
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F (0) < F(0) < FH(O), will propagate
down to the X = 1 + Y depth, Within
the frequency range bounded by FH(O)
and F+(O), however, Y is less than
unity, but X > 1 - Y, Therefore, in
this frequency range, the medium sur-
rounding the antenna is cut off and
downward x-wave (not the z-mode)
propagation is not possible, F2 is
an example of a cutoff frequency.
Figure 71 summarizes these results
for Case 1. Virtual depth 1is quali-
tatively indicated by the plots.
Propagation is represented by the
clear areas, whereas propagation does
not occur for the frequencles within

the cross-hatched regions.

Case 2--The band from zero to F (0) is cut off
since X > 1 + Y, Gyro resonance may
occur at F(0) = FH(O). For the con-
figuration shown in Figure 69, FH(O)
is less than F (0). Another configura-
tion that falls in the Case 2 category
is possible in which FH(O) is greater
than F (0). These two possibilities
result in somewhat different propaga-
tion characteristics between F (0) and
F+(O). The situation illustrated in
Figure 69 will be described first.

Fu(0) < F (0)--In the region F (0) to
F+(O), Y<1and X >1 - Y, Therefore,
this region is cut off. F2 ls a typlcal

frequency in this region. This case is
shown in Figure T1.
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FH(O) > F (0)--In the region F (0) to
FH(O), Y >1and X <1 + Y and the
Xx-wave propagates., From FH(O) to
F+(O), Y<1and X > 1 - Y and the
x-wave 1s cut off, The propagation
for thils case 1s qualitatively identi-
cal to Case 1 as shown in Figure 71.

Case 3--Analysis of this case shows it to be
identical to the two possibilities in
Case 2. Case 3 may be considered a
subcase of Case 2. The only differ-
ence 1s the crossover points of the
gyro-frequency and plasma frequency
curves of Case 2 which do not occur
for Case 3. These crossover points
do not enter the analysis, although
they may bear on coupling in the

region near X = 1.




SECTION 5
CONCLUSIONS AND RECOMMENDAT IONS

The 1nvestigation of planetary ilonosounding has
resulted in the material contained in this report. In the
techniques area, requirements and methods have been examined
parametrically. Basic systems which are known from the radar
technology were considered and related to planetary iono-
spheric sounding. An approach which is applicable to many
missions out to very long ranges was developed that appears
promising within the constraints of size, weight, and power
fo be expected in an interplanetary mission. This approach
was worked out and described for a possible Voyager-type
flight to Mars.

Many aspects of the techniques study remain to be
investigated. A basic system, however, has been outlined.
It is recommended that these studies be continued by con-
structing key elements of such a system to establish their
feasibility and to proceed beyond this to the development of
a complete breadboard system. Further study of various trade-
offs would be included 1in this effort for optimization of the
system with respect to a mission such as Voyager. Key ele-
ments of interest are pulse compression, coherent detection,
and digital processing and storage. Although the state of
the art is well established for these areas in radar, their
application to ionospheric sounding is new. Once a bread-
board system is evolved, the technique may be evaluated by
bottomside sounding and with flight models by rocket tests.
Finally, long-range sounding techniques should be considered
as a possible means of synchronous or nearly synchrohous
altitude measurement of the Earth's ionosphere.
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In the theoretical area, virtual depth studies have
been conducted using single- and double-layer models of iono-
spheres 1n the presence of a constant magnetic field. The
incremental Increase in path length due to the ionosphere,
when sounding at long distances has been studiled in detail
and related to the electron density gradient, the planetary
magnetic field, and the propagation frequency. Modifications
of these results for closer approaches in which the sounder
is placed at a finite altitude within the ionosphere have

also been examilned.

Virtual height profiles were constructed and studies
were made of their interpretation and the methods of interpre-
tation, both with and without knowledge of the magnetic field.
A method was evolved which could provide a first approximation
to both the true height profile and the magnetic field profile
without the elaboration of the usual laminated model approach.
However, for final refinements, the latter method 1s preferred.

A qualitative study was also made of the propagation
characteristics of the medium in a magnetic field that varies
with altitude.

Many aspects of the theoretical studlies remain to
be Investigated. It is recommended that the effort be con-
tinued to include more comprehensive models which would include
electron and ion temperatures, gravitational constants, and a
magnetic field that vary with altitude. It is also highly
recommended that an error analysis be performed for the pur-
poses of iImproved data reduction and interpretation. 1In this
regard, errors could be purposely introduced into virtual
depth data derived from an ionospheric model. Such errors
would represent measurement errors as well as those arising
from physical assumptlions. A true electron density profile
corresponding to the resultant virtual depth data can be

determined. On comparing the known model with this derived
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data, errors in the computed profile that are due to the
various virtual depth errors can be determined. The infor-
mation gathered from this process can also be related to
system accuracies and requirements and their varilation with

frequency.

In addition, it would be desirable to continue
studies, for the purposes of data reduction, analysis and
interpretation, to examine the use of the asymptotic behavior
of the differential virtual depth and the dips 1n the virtual
depth ionograms, since such characteristics are related to
scale heights and magnetic fields. Such aspects of the
virtual depth data provide ionospheric information without
resorting to true depth computations and may serve to check
the true depth results.

A further area for continued studies would be the
application of the method of approximating the profiles from
virtual depth data, as outlined in Section 4_E. In particu-
lar, the method can be applied to Alouette data and the
results compared with the Alouette-derived profiles.

It would be desirable to include another study
area in addition to the techniques and propagation studiles.
This area would include theoretical treatment of the plane-
tary atmospheres and ilonospheres, updating previous efforts
by ‘the inclusion of the Mariner 4 data and such other meas-
urement data as may become available. This effort would
attempt to predict the ionospheres of Mars and Venus, sO as
to establish more realistic models and to guide in the selec-
tion of appropriate sounding frequencies, the design of the
sounder, and the analysis of data.
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APPENDIX I

ASYMPTOTIC EXPRESSIONS FOR Ww’AND COS ¢ NEAR THE

REFLECTION POINT

Budden26 gives the following asymptotic expres-

sions for group refractive index.

1.

/

My

For an o-wave when X approaches unity and
e =1 - X:

2 2
ho = N;T%if—cﬁ{l - % e cot® 6 + 0(e )} (1-1)

For a x-wave when X approaches the reflec-
tion point 1 + Y and where e =1 +Y - X:

1

~ {25(1 +Y)(1 + cos? ei} 2 {2 + Y+ O(eﬁ (1-2)

where the plus sign is used when ¥ > 1 and the minus sign when

Y < 1.

3.

When 6 = 0, the longitudinal wave reflects
at X =1+ Y, therefore 1f we set ¢ =1 +
Y - X equation 22 may be rewritten as:

L {(2 +Y)(1 +Y) + ey + 0(62)} (1-3)
2ﬁ(1 + Y)

POk

I-1



Near the reflection point, the following asymptotic

evaluations are found for cos @ and pn’ cos @:

and

and

and

1. o-wave, © # 0° e=1-X

cos @ = Vﬁ?

nojw

ué cos @ ~ coseo@{} - e cot® o + 0(628

2. o-wave, © = OO, e =1+Y - X

cos @~ oo {1 SICES 0(62)}

(2+Y)(1+Y)+€,Yél+0(€

wl cos Z ~ T

(1 + Y)[2(1 + vY) (2 + Y?]§

2)

3. x-wave, Y - X (+ sign if Y > 1,

e =1
- gign 1f Y <

+
1)

cos & is given by equation I-6 if Y > 1

cos ¥ ~ ,223Y {1 -me—_—?)‘+0(62)} if Y <1

2+ Y + 0(e)

7 )
by COS 7 ~

T
[(2 +Y)(1 #Y)(1 + cos® @)]2

(1-4)

(I-5)

(1-6)

(I-7)

(1-8)



APPENDIX II

ASYMPTOTIC VALUES FOR DIFFERENTIAL VIRTUAL DEPTH OF
0-WAVE IN ZERO FREQUENCY LIMIT (6 # O)

As the sounding frequency approaches zero, it is
desirable to evaluate Ah’(f) in the zero frequency or infi-
nite Y parameter limit 1in the interest of completeness for
the idealized problem considered. In fact, for a finite
sounding altitude, the differential virtual depth 1s identi-
cally zero at the cutoff frequency for that altitude as
defined by the Appleton-Hartree relation. This calcula-
tion not only completes the Ah’ curves by finding asymptotic

an independent check of the computer calculations.

values for Figure 37 but, much more importantly, serves as
|
In order to propagate an o wave at very low fre- |
quencies, the sounding vehicle must be assumed to be very |
far away in a region of sufficiently low electron density.
When the sounding frequency approaches zero, the sounder
altitude must in fact approach infinity. At very high
altitudes the electron density 1is assumed to decrease
exponentially with altitude. Therefore, using the slope
given by equation 40 and the transformation X = sin2 a,

equation 30 may be rewritten as

n/2
- sl [ (b - 1) cot # ag (T1-1)

o}

and

N , 1
A I | TI-2
ws =t ( )

II-1



where

>
N=1-X-p4°+ Y ocos®o (1 -%)Q - u®) /R (T1-3)
R = J@Q cos® 0 (1 - x)° + %& sint © (II-4)
2
D=1-X —-%?—sin o + R (II-5)
W2 =1 _lﬁLﬁ-_X_) (1I-6)

As Y— », equations II-3 through II-6 become

2 2
R Qf%?-sin 9 (IT-7)
Dl - sin® g (1I-8)
ue &1 - sin® g (1T1-9)

Integral II-1 may now be broken into two parts:

) n/2 fn/2
YEiTw !:%%—) = ~[ cot® sin gag + j (sec @ - 1) cot @gag
‘ 5 P o (TI1-10)

1 2

I

The first integral evaluates simply to I1 = cot2 6. The

second integral, however, must be integrated as shown since

separation of the integrand creates singularities. We know,

n/2
in fact, that the logarithmic singularity of —J[ cot @ag
o

II-2




must be canceled by a corresponding singularity of

'w/2
Jr sec @df. Letting v = sin @, the second integral is
o

1
_ l-—‘Vl_—V gav
2 2! v

Jc; 1 -v

I (I1-11)

Further transformation letting y =1 - /1 - v2 simplifies
the integration.

-1
= _—QL'—’z -
I, ‘/ Gz -y) = 1n2 (1I-12)
o
The low-frequency asymptotic 1limit is obtained from I1 + I2
and is plotted in Figure 40,
Lim Ah’} _ 2
P o('TT‘J = 2(cot® 0 + 1n2) (I1-13)
Y+ o=

IT-3



APPENDIX III
ZERO FREQUENCY LIMIT OF LONGITUDINAL WAVE (6 = 0)

Using equations 31, 32, and 33, the differential
virtual depth 1is

n/2
Jﬂ%%ﬁgl.= (bW’ - 1) g sin § + ¥ cos @ag (I11-1)
o ° sin® # + Y sin &

where

[‘ ]
. 2 . | 2+ Y
+ | -1
. (sin® ¢ + Y sin ¢) BarEal .

Yo 7 in® § + Y sin @
Sin sin
O s

(I1I-2)

1
V& _ sin? @ + Y sin &
1 +v

For very large values of Y, equation III-1 in a singly expo-
nential layer becomes

n/2
Y—b o) 241 - sin @
\, Y,
I, (I11I-3)
n/2
1 - 1] cot gag
Ql - sin &
(@]
N ~ —
I

ITI-1



The first integral evaluates simply to Il = -1. 12 has

once again been formulated so as to eliminate the singularity

at ¥ = 0. Letting y =1 - /1 - sin & the rollowing is

obtained.

-1
! 2 - -
I, z‘/ Z -5 dy = 21n? (ITI-4)
@]

Therefore, the desired result is

. /
S 14 ) =1 - 21n2 (TTT-5)
f— 0
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APPENDIX 1V
ASYMPTOTIC LOW-FREQUENCY LIMIT OF X-WAVE DIFFERENTIAL DEPTH

From equations 37, 38, and 39 we have for a single
layer

-AhH&L=["/2 (n - 1) 2sinf+ Y o5 g ag (Iv-1)
o sin® g+ Y sin g

where
o N L1
Hy = Du + m
> ¥ 2 2 2
N=1-X-p° -3 cos® e (1-x)(1-u")R (IV-2)
e .2
D=1—X—-Y2—sin 6 -R (Iv-3)

R and u are given by equations II-4 and II-6
respectively and X = sin® g+ Y sin &.

When f—>o0, the asymptotic expressions are as fol-

lows:
2 n > 2
R ~ %— Vsin 6 + 4 cos” 6 sin“ g4 , (IV-4)
o
D~ - 32—- d, (1v-5)

Iv-1



_ 2Y2 cos® 6 sin4 [}
d(a - sin® @)

>
21 é_E%E;_Zﬁ, (1V-7)

N , (IV-6)

where

d = sin® @ + '\/sin4 6 + 4 cos® @ sin® g (IV-8)

The above asymptotlic expressions are substituted
into equation IV-1.

Ah’ m/2 -4 cos® @ sind o] g af
T TH M J[ 3/2 2 oy ©0°
o d?/“(d - sin”® @)(d - 2 sin
(Iv-9)
n/2
+ J[ d s— - 1) Cot & ag
o d -2 sin“ ¢

The last integral, in the same manner as Appendixes II and
III, has been written 1in thils manner to cancel the singularity
at 4 = 0.

1 and 12, the first and sec-

ond integrals of equation IV-9, respectively, we make the fol-

In order to integrate 1

lowing change of variable:

.
d=y= sin® 6 + 1/sin4 6 + L cos® @ sin® o (1v-10)
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L
¢ 2 \2
7 -
2%2 cos © o sin2 o y V2 -y
L
2 ‘ 2 o
+ f y - sin™ © 2 cos 6 _ > v |
| 2 . y(y - 2 sin® 0) 2 - ~\/2 A
J2 s8in~ © Y
Upon integration, we obtain
I~ - 1 - sin® © 1n L - cos © (Iv-12)
1~ 2 cos © 1+ cos ©
and
_ cos O l - cos ©
I,=-—%—Iniz-¢+ In(2 sin 6) (IV-13)

Combining the two integrals, the low-frequency limit
of the x-wave differential depth is

Ah’ 1 sin ©

s s MM T T o056 " In(2 sin 6) (IV-14)

Equation IV-14 is displayed graphically in Figure 42,
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